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Saturated Fiber Optical Parametric Amplifica-

tion and Its Applications
By Jin Lei

The devices based on the phenomenon of parametric amplifi-
cation can be used in many fields of lightwave systems. In this
work, I investigate the saturation properties of parametric am-
plification, and propose practical schemes to improve the de-
vices performance.

In principle, fiber optical parametric amplifiers (FOPAs) can
provide high gain uniform over a wide wavelength range. They
add little noise to the amplified signal. For several sig-
nal-processing applications including optical signal regeneration,
phase conjugation, and wavelength conversion, FOPAs are the
promising candidates. I theoretically and numerically explain
the power saturation and the additional phase noise brought by
the FOPA. Based on the theory, the power saturation and the
additional phase noise brought by the FOPA are explained. It is
found that the saturation in a FOPA originates from the power
exchanging periodically. The equation to calculate an approxi-
mation to the saturated signal output power is presented. I also
propose a scheme for alleviating the phase noise brought by the
FOPA at the saturated state. Amplitude-noise and additional
phase noise reduction of BPSK and QPSK signals based on the
saturated FOPA was numerically studied. The dispersion differ-
ence term Ak is one decisive factor for the saturated FOPA. The
FOPA can be optimized by controlling the dispersion relation
between the pump, signal and idler, and this provides the means
to deal with PSK signals.

Fiber optical parametric oscillators (FOPOs) are coherent
sources that can provide ultra-broadband tunability and high
output power levels and are been considered for applications

such as medical imaging and sensing. The aim of this topic is
concentrating on providing an alternative besides ordinary ra-
re-earth doped fiber laser.

While most recent literature has focused on advancing the
performance of these devices experimentally, theoretical studies
are still scarce. In contrast, ordinary laser theory is very mature,
has been thoroughly studied and is now well understood from
the point of view of fundamental physics. The differences be-
tween the gain saturation process in lasers using ordinary gain
medium and FOPOs are analyzed. For a phase insensitive FOPO
with one pump, there is an optimized output coupling ratio to
get a maximum output power, which is close to 1. It is signifi-
cantly different from the case of lasers using an ordinary gain
medium where optimized output coupling ratio is close to 0. By
the optimization of coupling ratio, the FOPO with multi-watt
output power is realized. The wavelength-swept source based on
FOPO operating in near infrared (NIR) and short wavelength
near infrared (SWIR) band is also experimentally demonstrated.
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Token-Scheduled Data Collection in Wireless

Sensor Network
By Liu Jinzhi

This paper aims for realization of reliable real-time high
throughput data collection with topology adaptability. The pur-
suit of high throughput data, topology adaptability, real-time and
reliability is especially required by applications like volcanic
activity monitoring. Such applications are deployed under harsh
environmental conditions and need large size data transfer. They
tend to focus more on high network throughput, low collection
delay and high delivery ratio, as opposed to energy efficiency.
One such example is the air-dropped volcanic monitoring sensor
network: one sensor node generates 440~bytes per second.
Since such sensor networks are deployed under harsh environ-
mental conditions, both software and hardware failures are dif-



ficult to be avoided. Node failures cause network topology
changes. Therefore, the system should be developed to be resil-
ient to topology changes. The system should also be able to
provide low delay collection with high delivery ratio, i.e. relia-
bility according to the application requirements.

Toward realization of high throughput, topology adaptability,
high delivery ratio and real-time collection, there are two di-
lemmas.

First, there is a dilemma between high throughput and topolo-
gy adaptability. Although CSMA is suitable for realization of
topology adaptability, it is inefficient in achieving high
throughput due to the constant medium probing. In contrast,
the contention-free medium access control protocols based on
TDMA are more suitable for high throughput data collection.
Yet, topology adaptability is an open issue for TDMA. The
scheduling burden of traditional TDMA is complex in wireless
sensor network. Since traditional TDMA endeavors to assign a
fixed transmission time slot to each sensor node, the reschedul-
ing task is heavy upon network changes, especially for the cen-
tralized TDMA that needs to reassign time slots for all of the
sensor nodes.

Different from existing works, this paper assumes uniform
traffic, which makes sense because the traffic patterns of most
data collection applications are uniform. Energy efficiency in
terms of duty cycle has also not been considered since applica-
tions like volcanic monitoring are endurable in keeping radio
always on.

Under the premises, this paper proposes TKN-TWN: token
based multi-channel TDMA to tackle the dilemma between high
throughput and topology adaptability. Two features characterize
the design of TKN-TWN: (1) TKN-TWN arbitrates burst data
transmission using multiple tokens. (2) TKN-TWN leverages
multi-channel TDMA for efficient packet forwarding, where
time slot assignment is further associated with the token owner-
ship for throughput optimization. The time slot assignment in
TKN-TWN is self-determined based on routing information. As
a result, topology adaptability in TKN-TWN only involves ro-
bust token passing and routing recovery. TKN-TWN is able to
conditionally break the myth that TDMA does not adapt well to
topology changes and maintain high throughput as well.

Second, there is a dilemma between reliability and real-time.
In order to provide reliable data collection, end-to-end packet
loss recovery is needed. To this end, the sink node has to deliver
the lost packets’ information to related sensor nodes. However,
implementation of downward communication from sink node to
source node is difficult for high throughput data collection due
to the limited bandwidth. Therefore existing works such as PIP
and Flush use flow to provide bi-direction communication be-
tween two end points of sink node and source node, which in-
volves flow setting up and tearing down. Such approaches are
suitable for bulk data transfer in applications like structure
health monitoring that normally requires one-shot short term
data collection. But since the flow setting up and tearing down
causes delay to data collection, connection-oriented data collec-
tion using flow is not suitable for applications like volcano
monitoring that requires long term consistent real-time data

collection.

Toward realization of reliability, TKN-TWN exploits the
bi-direction token passing for end-to-end packet loss recovery,
which affords TKN-TWN the leverage to achieve high delivery
ratio with connection-less communication. The sink node pig-
gybacks lost packets' information on token messages. When
distributing tokens in a new collection round, the sink node
loads the lost packet's information on the token messages. Upon
tokens' arrival, source nodes check and retransmit the lost pack-
ets in the first place. Since token based scheduling is not con-
nection-oriented, low delay data collection can be achieved.
Considering that the piggyback capacity of one single token
message is limited, Token-Burst is also proposed to flexibly
extend the piggyback capacity when needed.

The author implements TKN-TWN on Tmote Sky with Ti-
nyOS 2.1.1 operating system. Analysis regarding the token
passing and collection throughput is given. Evaluation verifies
the analysis and shows that TKN-TWN is able to provide
throughput of 9.7 KByte/s. The experimental results in a de-
ployed network consisting of 32 sensor nodes show that
TKN-TWN is robust to network changes caused by occasional
node failures. 100% data collection has been achieved in the
experiment. To the best knowledge, this work is the first to con-
sider reliable high throughput data collection with topology
adaptability and low delay using token-based scheduling.
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Study on Operation Planning and Control of En-

ergy Storage System in Urban Type Microgrid
By Eisuke Shimoda

Recently, the government of Japan has promoted to install a
large amount of renewable sources. However, a large amount of
intermittent renewable sources, photovoltaic generation and
wind turbine, might disturb stable power supply, because these
generation system outputs depend on a weather condition. Mi-
crogrid is one of the solutions to supply stable electrical power
with a large amount of intermittent renewable sources. In a mi-
crogrid, several types of distributed generations (DGs) and en-
ergy storage systems (ESSs) are controlled according to load
demand and outputs of intermittent renewable sources.

In a microgrid, power flow of point of common coupling
(PCC) must be kept almost constant. However, efficiency of
DGs and ESSs might drop to a lower value and there is a possi-
bility that the convenience of a consumer may be spoiled if
outputs of DGs and ESSs are controlled. An optimized operation
planning for DGs and ESSs is necessary to solve this problem.
Optimized operation planning for DGs and ESSs requires a lot
of calculation time to search solution space. Therefore, opera-
tion planning in a specified period is made in advance, and a



predicted electrical load is used for operation planning.

In order to draw up more economic operation planning, it is
necessary to consider the following two points

(a) To increase accuracy in the electrical load prediction

(b) To reflect the part-load efficiency of DGs and ESSs in the
operation planning

This paper shows an electrical load forecasting method and an
optimized operation planning method for microgrid. There are
some methods to predict the electrical load, such as Artificial
Neural Network (ANN). However, most of these methods have
need of a lot of learning data to increase accuracy in the predic-
tion. For the electrical load prediction, this paper uses an opera-
tion planning of the heat sources which run according to heat
load prediction. It is possible to increase accuracy in electrical
load prediction easily, because power consumption of heat
sources accounts for the large portion of whole load variation in
microgrid.

And then, in the operation planning, this paper considers the
part-load efficiency of DGs and ESSs. Especially, the part-load
efficiency of ESS has a strong relationship with this di-
rect-current (DC) characteristic and this state of charge (SOC).
To reflect the DC characteristic, more accurate and economic
plan can be made.

On the other hand, another advantage of constructing the mi-
crogrid is islanding operation. In islanding operation, microgrid
is separate with the existing power system, and DGs supply
electrical power to load. However, it is difficult to balance the
quantities between the load demand and power supply, fre-

quency and voltage fluctuation are easy to arise in islanding area.

Therefore, positive power compensation using energy storage
systems (ESSs) is necessary to keep high level power quality.
This paper will also give control strategy of ESS to realize high
quality power supply in islanding operation including transition
term. And this paper will show operation results by using exist-
ing microgrid systems.

The centralized controller calculates output reference value of

each DG by using a control method called “combined cascade
control method”. In this control, the load and intermittent re-
newable sources fluctuation components that are too fast to be
compensated by a DG will be compensated by other ones whose
response is faster than the DG. Therefore, it is possible to adjust
outputs of DGs for load sharing according to these response
speeds.
By the way, centralized control has need of much information to
calculate reference value. If the DGs are scattered about in a
microgrid, it is difficult to correct all synchronized information
at high-speed.

Therefore, the authors adopt a local control to compensate
rapid load and intermittent renewable sources power fluctuation
that are not compensated by centralized control. Local controller
on ESS that has the quickest response in the DGs observes both
power flow of PCC for the grid connecting operation and rotat-
ing machine output for the islanding operation at high speed.
This controller autonomously modifies the reference value of
the centralized controller on the basis of these observed values.
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Study on Coherent Light-Matter Interaction in
Single Quantum Dot at Telecom Wavelength
By Hiroyuki Takagi

An exciton in a self-assembled quantum dot (QD) is a promis-
ing candidate for qubits, which form key elements of quantum
computation. For the quantum information processing, we need
to control the states of the qubits, which can be achieved by
using light (or “photons”). Photons can be another important
constitute of the quatum computation, which propagate quantum
information from a quantum information device to spatially
separated another one. For this purpose, controlling interaction
between excitons and photons is a significantly important tech-
nology.

In order to enhance the interaction between photons and exci-
tons (or light and matter), we used nanocavities, which are
composed of defects in the regularly aligned air-holes, known as
photonic crystals (PhC). PhC nanocavities provide very small
mode volume, which is as small as the cubic of resonant wave-
length of the mode. This small mode volume enables strong
interaction between confined photons and matters. Here, we
used the two-dimensional (2D) PhC nanocavity in GaAs slab
including InAs self-assembled quantum dots. For the scalable
quantum computation devise, the connection between each de-
vise is desired to be composed of optical fibers. In this purpose,
we chose telecom wavelength at which we can use optical fibers
and matured optical devises designed for telecom applications.
In this thesis, we focus on the interaction between excitons in
QDs and PhC nanocavities.

At first, we focus on the design of Hl-type nanocavities.
H1-type nanocavities are formed by a single missing air-hole in
a triangular 2D PhC lattice, which show distinguished features:
a wide variety of confined cavity modes, high Q factors, and
small mode volumes V. Especially, doubly-degenerate, orthog-
onally-polarized dipole modes in H1 PhC nanocavities have
been receiving much attention due to their various potential
applications, including the cavity-assisted generation of entan-
gled photons, spin-photon media conversion and all optical
switches. Our newly-designed H1-type PhC nanocavity simul-
taneously exhibit high Q factor, small mode volume, and effi-
cient vertical emission for the dipole modes. These superior
properties have been achieved by shifting and shrinking the first
to third closest neighbor holes around the defect. This modifica-
tion maintains the six-fold rotational symmetry, so that the de-
generacy of the two dipole modes is not broken. Through nu-
merical simulations, we calculated this modification improves Q
factors up to 62,000. Remarkably, the same cavity with the high
Q design exhibits a large coupling efficiency of 0.38 (assuming
an objective lens with a moderate numerical aperture of 0.65).
Under other design parameters, we demonstrate that coupling
efficiency can be improved to over 0.6, while keeping high Q



factors over 50,000.

We fabricated the newly-designed nanocavities into a GaAs

wafer including InAs QDs, and the increase of both Q and cou-
pling efficiency, relative to unoptimized H1 cavities fabricated
in the same way, was experimentally confirmed. At optimum
design parameters, the maximum experimental cavity Q of
25,000, which is the highest value ever reported for the dipole
modes of H1 PhC nanocavities, is observed.
By using this newly-designed H1-type nanocavity, we experi-
mentally demonstrate large energy shift (> 0.06 meV) caused by
optical Stark effect on the QD exciton with extremely low exci-
tation laser power at wavelength around 950nm. This is
achieved by employing the newly-designed Hl-type PhC
nanocavity. Furthermore, from analytical estimation, we sup-
posed that this large energy shift was caused by only four or five
cavity photons. This implies the possibility to realize sin-
gle-photon level optical devises.

In order to coherently control the state of the qubits, or exci-
tons in the QD, using Rabi oscillation is the promising way. We
successfully observed exciton Rabi oscillations with picosecond
pulses at telecom wavelength around 1300 nm. This suggests
that we can coherently control the exciton state withing the
decoherence time of the system and using fiber optic devises.
Furthermore, we successfully observed optical Stark shift at
telecom wavelength as similar to the one in 950nm. This pro-
vides a great advantage in realizing practical and scalable quan-
tum computing system. The suggested techniques and observed
effects pave the way for practical implementations of future
quantum information devices.
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Non-Sustained Disruptive Discharge in Vacuum
Circuit Breaker
By Shuo Xu

Non-Sustained Disruptive Discharge (NSDD) is disruptive

discharge in the Vacuum Circuit Breaker (VCB) after the current
interruption without leading to power frequency current flow
into the shielded electrical element. This research investigates
NSDD to enable the comprehensive understanding of NSDD
from phenomena to theory.
A Synthetic Circuit is constructed to investigate NSDD in VCB.
This circuit consists of high voltage circuit for the insulation
test; and the large current circuit to generate arc current. An
optical fiber-based control system is developed to control the
system.

Firstly, NSDD related particles, generated during arc, are stud-
ied by optical method and collection method. Through the opti-
cal observation, the particle phenomenon is confirmed: The size
of the particle is within 200 microns in diameter; the lifetime of
the particle is generally less than 1/4 cycle of the power fre-
quency. And, two types of particles are confirmed. One type is
the loosely contacted particle on the electrode surface. The other

type is that the welded particles on the cathode during arcing
time.

According to the results, particles are considered to be weakly
related to the discharge. For further confirmation, some particles
are introduced onto the electrode surface for dielectric test. The
results show that the discharge take place before any movement
of the particles. Thus, particles are acting as protrusions on the
electrode surface to induce discharge.

Then, the surface condition of the electrodes are scanned and
observed. Before arc, the electrode surface roughness is less
than 5 micron. However, after arc, the surface roughness goes
up to 50 micron for 4kA arc current; and up to 170 micron for
10KA arc current. For 10kA arc current, the arc left some craters
on the surfaces of the electrodes.

Based on the above consideration, point-to-plane insulation
structure is constructed in vacuum. Residual vapor is observed
even when the strong field emission disappears, which implies
that that local protrusion on the point electrode surface is pol-
ished by the current to release vapor. Particles are generated on
the point electrode surface during cathode time. Through the
analysis of the field emission waveform, the field emission has
relative larger field enhancement factor than that of the voltage
falling side. That means the discharge will be relatively easy on
the voltage rising side. Thus the initiation of the discharge is
considered as the Joule Heating from the Field emission. So, the
research of NSDD is equivalent to the research of the discharge
using the arced electrodes in the vacuum chamber, without ini-
tial particles and plasma.

The dielectric strength test result shows that the insulation lev-

el gets higher and higher in experiment sequence. And, the an-
ode electrodes while arcing time, for both AgWC and CuCr,
always have the higher insulation level than that of the cathode
electrode. This indicates that the cathode surface is eroded more
seriously than the anode electrodes during arcing time.
The second test result is the predischarge current is in the order
of mA. Using the Child Langmuir equation, the field emission
results lead to the voltage-current relationship for the predis-
charge. Thus, the discharge will be expected if the current ex-
ceeds the critical value at specific voltage.

For the third observation is that, using the high speed video
camera, the discharge is observed. The discharge initiated as a
ball shape, and then develops as a bridge to shorten the gap of
the VCB. While using exposure time at 100ns order, the dis-
charge process is observed as single cathode spot discharge. The
discharge waveform shows that the time scale of the discharge
is around 300ns, and the current is about 30A.

In order to confirm the sustainability of the discharge, current
limiting resistor is used to suppress the current of the discharge.
The discharge is always going to be disruptive. After the dis-
charge, the dielectric strength will get self-restored. According
to the measurement of the dielectric recovery experiment, the
dielectric recovery time constant for Smm vacuum gap is 5.7ps,
and 7ps for 10mm gap. By using the gas-cloud expansion model
in vacuum, the time constants of the two are coincident.

The theory analysis of the NSDD is performed too. As the
analysis results show, the discharge is not so strongly depend on



the metal vapor density, but strongly dependent on the ioniza-
tion cross section of the material. The self-sustainable condition
for the discharge is in the order of tens volts. Thus, the discharge
in vacuum is always disruptive. After discharge, the metal vapor
will expand to vacuum, the insulation level gets recovered, and
thus the discharge is turned to be non-sustained, as termed
non-sustained in NSDD.

The consequences of NSDD to the three-phase system is in-
vestigated using results from single phase research. According
to the simulation for lumped and distributed parameters ele-
ments using EMTP, the overvoltage to the VCB is most serious
for the ungrounded long transmission line type load.
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Study on Optimal Weekly Operation Scheduling
of Power System Considering Energy Storage
System with a Large Penetration of Photovoltaic
Generation.

By Ryota Aihara

It is expected that a large amount of renewable energy such as
photovoltaic power generation (PV) and wind power generation
into power system is a solution to environmental problems.
Japanese government aims at installing a large amount of PV in
power system. Since the power output from the PV is random
and intermittent in nature, the PV generation poses many chal-
lenges to the power system operation. When the load demand is
small and at the same time the PV generates a large amount of
power, the balance between power supply and demand cannot
be maintained. This problem is called “surplus power problem
In addition to this problem, it is also necessary to consider the
uncertain output characteristic of PV.

"

In this thesis, it is presented that the effective use of Pumped
Storage Hydro Power Plant (PSHPP) to solve the above prob-
lems caused by PV. The PSHPP is installed originally for load
leveling within one day. The PSHPP is usually operated as a
generator in the daytime and a pump in the nighttime. In the
near future, however, it will be operated with the optimal sched-
uling considering a large penetration of PV. The effectiveness of
the optimal operation of the PSHPP is evaluated by Monte Carlo
simulation considering stochastic fluctuation of the load demand
and PV output as uncertainties. The pareto optimal solution is
used to evaluate the effectiveness of proposed method. The
evaluation indices are power supply reliability using LOLP
(Loss of Load Probability) and weekly fuel cost.

In the weekly scheduling, a generation schedule is found by
solving an optimization problem in which the fuel cost is mini-
mized. A Tabu Search method is used in the optimization algo-
rithm. The control variable of the optimization problem is power
output of the PSHPP. The hot reserve capacity of the thermal

power plant is considered as a constraint. In this thesis, a hot
reserve capacity for the stable power system operation is as-
sumed at a constant amount during the whole simulation time
for a fundamental study. Two types of hot reserve rates are as-
sumed here. The one is the reserve rate corresponding to the
load demand. The other corresponds to the theoretical PV output.
In this simulation, the level of water in the reservoir of the
PSHPP may shift from its schedule because an unexpected im-
balance of supply and demand is compensated by emergency
operation of the PSHPP. In order to solve this problem, this
thesis proposes a new weekly simulation method, by which the
optimal weekly PSHPP scheduling is determined day by day. As
proposed method requires huge computation load, a new effi-
cient optimization method for operation planning of the PSHPP
for a new weekly scheduling is also presented. This method
adopts efficient economic load dispatching (ELD) in the opti-
mization algorithm. Furthermore, to reduce the iteration times in
the optimization process, the optimal solution candidates stored
in the database are used. When an optimization starts, its initial
solution is referred from the candidates stored in the database
which has the same condition. This technique is expected to be
helpful for speed-up of the optimization process.

The simulation results show that the proposed method is very
effective in terms of fast computation, and that LOLP index is
improved when the hot reserve capacity is increased. In contrast,
the probability of the surplus power is getting large. It can be
said that too large hot reserve capacity may cause surplus power
problem.

Based on the above results, a new method which determines an
optimal hot reserve capacity is proposed, which is a new opti-
mization method whose control variables are hot reserve rate
corresponding to load demand for each time period. It is made
clear that the secured reserve capacity is relatively low com-
pared to the constant reserve amount especially in the daytime
on Saturday and Sunday. However, in this case, LOLP index is
not so good compared with that under the power system condi-
tion without PV.

Finally, an optimal operation scheduling method of Battery
Energy Storage System (BESS) in cooperation with the PSHPP
is proposed in this thesis. Although the BESS could be consid-
ered as a solution to the problem caused by PV, their high cost is
preventing them from being considered as a solution in most
situations. However, the power system may not be operated
without installing the BESS when a large penetration of PV is
installed. Therefore, a new weekly scheduling method with a
PSHPP and BESS is considered. The operation scheduling of
PSHPP and BESS are optimized by Tabu search method. The
simulation results show that the proposed method is very effec-
tive to improve the power supply reliability and suppress the
surplus power even if a large penetration of PV generation is
installed.
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Formation and sustainment of ultra-high-beta

spherical torus plasmas by use of neutral beam

injection and high power heating of magnetic re-
connection
By Toru Ii

My dissertation objectives are formation and sustainment of
ultra-high-beta spherical torus plasmas by use of neutral beam
injection (NBI) and high power heating of magnetic reconnec-
tion. To achieve the goal, we revealed experimentally a new fast
mechanism of three-dimensional (3D) magnetic reconnection.
We also developed a new NBI system, made the NB injection
experiment for oblate field-reversed configurations (FRCs), and
performed formation experiments of ultra-high-beta spherical
tokamaks (STs).

First, we investigated a new phenomenon of 3D magnetic re-
connection in TS-4 torus plasma merging experiments by meas-
uring directly the 3D structures of the current sheet. Removal of
all toroidal asymmetry of the device reveals that a strong exter-
nal drive of reconnection inflow increases the toroidal asym-
metry of the current sheet only during the reconnection. This
spontaneous 3D deformation of the current sheet increases the
reconnection outflow as well as the reconnection electric field,
probably because local compression of the current sheet to a
thickness less than the ion gyroradius triggers its strong dissipa-
tion of the current sheet, responsible for the onset of 3D recon-
nection. These observations indicate that the 3D reconnection is
a newly observed spontaneous process of fast reconnection.

To develop a new two-fluid type interpretation of the recon-
nection heating, we also studied quantitatively the effect of
guide field on Hall magnetic reconnection by systematically
varying an applied guide field in the MRX device. The recon-
nection rate is reduced with increasing guide field, because the
in-plane Hall currents are reduced and guide field pileup at the
downstream region produces an increased pressure. The quad-
rupole field, a signature of null-helicity Hall reconnection, is
altered asymmetrically along with asymmetrical change of
in-plane plasma potential profile, which results in decrease of
electrostatic acceleration to ions near the separatrices toward the
outflow direction.

Next, we have developed a novel and economical NBI system
using a washer-gun plasma source for the first time. It produces
a low-cost, maintenance-free, high power and low voltage ion
beam, thus eliminating the need for the conventional filaments
and water-cooling systems. By optimizing plasma formation, we
successfully achieved beam extraction of up to 40 A at 15 kV
and a pulse length longer than 0.25 ms. Its low-voltage and
high-current pulsed-beam properties enable us to apply this
high-power NBI into a high-beta compact torus plasma charac-

terized by a low magnetic field.

The low-energy, high-current NBI was applied to an oblate
FRC for the first time. The fast ions from the NB reduce growth
rates of low-n modes dangerous for the oblate FRC, extending
the FRC lifetime. The reduced loss power of 5 MW is ten times
higher than the NBI power of 0.5 MW, indicating that the NBI
not only heats the FRC plasma but also improves its stability
and transport properties. The NBI also maintains higher pres-
sure and current density profiles of the FRC, improving its flux
and energy decay times by a factor of 2.

Finally, we demonstrated formation experiments of ul-
tra-high-beta STs from an oblate FRC and a spheromak. Rapid
ramp-up of external toroidal fields to the FRC results in the
ultra-high-beta ST with its volume-averaged beta of 50%, to-
roidal beta of 100%, poloidal beta of 100%, and normalized beta
of 20 for its duration of 50 microseconds. The high-beta ST is
found to have a diamagnetic toroidal field profile in sharp con-
trast with the peaked toroidal field profile of the low-beta ST.
Those high-beta STs often have absolute minimum-B profiles
that can stabilize all interchange modes. Ramp-up of external
toroidal field reduced the growth rates of low toroidal mode
numbers, improving the energy decay time.

In conclusion, we successfully formed and sustained ul-
tra-high-beta spherical torus plasmas by use of high power
heating of magnetic reconnection and the newly developed NBI.
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Measurement of Two-Dimensional Electron Den-
sity Distribution over Low Current Arc Using
Shack-Hartmann Method
By Yuki Inada

Shack—Hartmann type laser wavefront sensors were developed
for measuring a two-dimensional electron density distribution
over an arc discharge in an extinguishing phase from a single
recording with high temporal and spatial resolutions.

AY. KBBEHHEREZERST S E2—47
— LT VYORR

MR

Computer Game Players Utilizing Large-Scale

Computing Environments
By Akira Ura

Large-scale computing environments such as computing clus-
ters and cloud computing services have been getting common-
ly-used recently. To fully utilize such powerful environments,
studies are needed for each of a wide variety of application are-
as. In this thesis, we propose methods to utilize large-scale
computing environments in order to improve the strength of



computer game players. The targeted game is shogi (known as
Japanese chess). Proposals aim to improve performance of two
different processes required for computer shogi players: acquisi-
tion of knowledge to evaluate game positions and search for an
appropriate move at a given position. Some of the proposals are
proven to be effective through experiments on a reasonably
large computing environment.

Computer game players use evaluation functions which esti-
mate the chance of winning for given positions. Many studies
have been conducted to find effective ways of tuning the pa-
rameters of evaluation functions using supervised approaches.
Effectiveness of supervised approaches, in large part, depends
on the number of training samples. However, the amount of
high quality game records such as those of human experts is
usually limited.

We propose an approach to generating additional training data
using search results of computer game players. This approach
consumes a great amount of time to perform deep searches for
creating such training data, but the process can be easily paral-
lelized on large-scale computing environments. We generated
positions in three types of situations, namely, those appearing in
self-play games, those at leaves of search trees, and those ap-
pearing in random games. We used a shogi program, Gekisashi.
The generated training data were added to the game records of
experts. Experimental results show that the generated data can
improve the strength of computer players when leaf positions in
search trees are added.

Training time becomes longer when the number of training po-
sitions increases. In order to shorten the training time, we apply
a parallel training method to Gekisashi's evaluation function.
Experimental results show that the parallel training method is
effective for evaluation functions in shogi programs.

For increasing the search speed of computer players, our goal
is to efficiently parallelize the alpha-beta algorithm utilizing
large-scale computing environments. The alpha-beta algorithm
significantly reduces the search space by pruning subtrees, but,
given a search tree, at least one of the certain sets of subtrees
must be searched to complete the search. Since such subtrees
are yet to be known to the program when the search is started,
prediction of such subtrees is made gradually, increasing its
accuracy during program the search. Search in those subtrees
judged to be unnecessary in early prediction may be judged
necessary afterwards, and vice versa.

We propose a method to prioritize search in subtrees based on
the possibilities of their necessities. Necessities of searching
subtrees are predicted based on the results of search in related
subtrees. During such search, the sizes of the subtrees predicted
to be mandatory are limited. Dividing such search tasks into
small fragments causes too much parallelization overhead and
thus the abundant computing resources in large computing en-
vironments cannot be fully exploited. There are subtrees for
which search necessities are yet to be predicted but may become
known afterwards. It is beneficial to use surplus resources for
speculative execution of such tasks. However, not all of them
have the equal chance to be necessitated. Our proposal is to
estimate the probabilities of search tasks to become necessary

and prioritize them accordingly to control the speculation. Cer-
tain performance improvement is shown in simulations in which
all tasks have the same cost. However, its effectiveness is not
observed with actual search in shogi game trees.

To fully exploit the resources available in large computing en-
vironments, search in subtrees must be started based on predic-
tion of their necessities before knowing search results of other
subtrees which could have been obtained in the sequential
search. The prediction should be dynamically updated using
results of partially completed search. Game tree search is con-
ducted in an iterative deepening fashion, that is, the tree is in-
spected incrementally deeper. The shallow search results should
be promptly reflected to the prediction. We implement a parallel
game tree search algorithm performing such dynamic updates
on the prediction. Searches in two kinds of game trees are tried
in performance evaluation: synthetic game trees and game trees
generated by Gekisashi. On a computer cluster with more than
1,500 cores, the updates of the prediction actually show signifi-
cant performance improvements, which are more apparent in
game trees generated by the shogi program for which initial
prediction is less accurate. The speedup nevertheless remains
sublinear. A performance model built through analyses of the
results reasonably explains the results.
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Fabrication of Tunable-Q Photonic Crystal
Nanobeam Cavities for the Control of

Light-Matter Interaction
By Ohta Ryuichi

Photonic crystal (PhC) nanocavities have been investigated as
fascinating platforms to build integrated optical devices and to
study fundamental physics of the light-matter interaction in
cavity. Strong light confinement in both of real space and fre-
quency space enable to dramatically enhance the overlap of the
field distribution of cavity modes to nano emitters. In addition,
emission rate and collection efficiency from cavity modes can
be engineered by modifying PhC pattern. So far, PhC nanocavi-
ties are widely studied to enhance optical property of materials
toward extremely efficient lasers and solar cells, and to con-
struct quantum information system in solid.

Recently, dynamical control of the property of PhC has been of
great interest because of their capability to improve the func-
tionalities for integrated optical devices and open the novel field
to study the light-matter interaction. In particularly, in-situ con-
trol of quality (Q) factor in PhC nanocavities is one of the
promising objectives, since it enables photon trapping and re-
leasing within a micrometer scale region, as well as tunable
spectral filtering. The first demonstration of Q factor control and
subsequent experiments to manipulate the light-matter interac-



tion had been reported by injecting local heat or extra carriers
which modify the refractive indexes around the cavity. However,
several problems still remain for realizing a larger tuning range
of Q factor and resulting control of the light-matter interaction.
The biggest problem is that the generated heat and carriers
hardly degrade the controllability of Q factor and the optical
properties of materials. Avoidance of this problem is essentially
difficult in the conventional way. It is the time to break through
the limitation by a new approach.

In this thesis, one dimensional PhC nanocavities, called PhC
nanobeam cavities, in micro electro mechanical system
(MEMS) is investigated to control their Q factors. Q factor of
PhC nanobeam cavity is controlled by changing the gap distance
between the cavity and an adjacent waveguide. The cavity and
the waveguide are connected to MEMS actuators respectively,
which separate the gap distance without any undesired effects
including additional heating and generation of extra carriers. In
this thesis, Q factor change from 3,500 to 14,000 with a voltage
of 17 V is experimentally demonstrated. The combination of the
wide range tunable-Q cavity and self-assembled quantum dots
(QDs) enable to dramatically change the coupling between
photon and exciton in the system.

In chapter 2, fundamental physics about PhC nanocavities,
QDs and the light-matter interaction in the cavities are discussed.
Based on Jaynes-Cummings model, two different regimes of the
interaction in the QD-cavity coupled system are explained. It
also indicates that one of the critical parameter, which governs
the light-matter interaction in cavity, is Q factor of PhC
nanocavities.

In chapter 3, design and fabrication procedure for high Q PhC
nanobeam cavities without MEMS are explained. Demonstra-
tion of high Q PhC nanobeam cavities leads a wide range Q
factor control by combination with MEMS actuators. Thanks to
parabolic modulation of air-hole distances, intrinsic (calculated)
Q factor of isolated PhC nanobeam cavity exceeds 107. After
the careful optimization of fabrication process, Q factor of
44,000 is experimentally achieved in PhC nanobeam cavity
incorporating QDs.

Measurement setup and fundamental characteristics of PhC
nanobeam cavities are discussed in chapter 4. By tuning the
resonant wavelength of the cavity mode to that of a single QD,
vacuum Rabi splitting of 226 peV is observed, which confirms
the coupled system is in strong coupling regime. In weak cou-
pling regime, low threshold lasing in PhC nanobeam cavity is
also demonstrated. These experimental results indicate that the
coupled systems of QD-PhC nanobeam cavity enable to dra-
matically change the light-matter interaction by control of its Q
factors.

In chapter 5, design and fabrication techniques for electro me-
chanically controllable PhC nanobeam cavities are described.
Fabrication procedure of electro mechanically controllable PhC
nanobeam cavities becomes much complicated and difficult
than that of isolated PhC nanobeam cavities. Especially, these
movable structures are easily broken down in wet etching pro-
cess due to the strong surface tension of water. However, opti-
mization of each process and introduction of boiling technique

drastically increase success rate.

In chapter 6, wide range Q factor control and modulation of the
light-matter interaction are experimentally demonstrated. Q
factor is continuously controlled from 3,500 to 14,000, which is
the largest control range of Q factor in PhC nanocavities incor-
porating QDs. Modulation of emission lifetime of QD in a PhC
nanobeam cavity is also observed by changing the Q factor.
Furthermore, in-situ switching of the coupling regimes is dis-
cussed in this chapter.

Resonant wavelength shifts of the cavity mode are observed in
the Q control operation, which induce a detuning between the
QD and the cavity resonance. Therefore, novel designs to reduce
the resonant wavelength shift with keeping a large tuning range
of Q factor are expected for more complicated control of the
light-matter interaction. For this purpose, theoretical analysis of
coupled mode equations in cavity-waveguide system is investi-
gated in chapter 7. Good agreement between theoretical model
and FDTD calculations reveals that variations of Q factor and
resonant wavelength of cavity mode are attributed to the cou-
pling of waveguide modes. This finding indicates that the volt-
age dependence of Q factor and resonant wavelength shift can
be manipulated by tailoring the dispersion of the waveguide.

Finally, conclusion of this thesis is presented in chapter 8. Sig-
nificances of the results in this thesis and an outlook for future
prospects are discussed in this chapter.
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Proposal of Control Parameter Designing Meth-
od and Actual Machine Test of Short Term Power
Fluctuation Compensation System by Use of Heat

Pump Air-Conditioning System as Controllable

Load
By Shunsuke Kawachi

It is concerned that penetration of naturally fluctuating renewa-
ble energy sources such as photovoltaic cells and wind turbines
on a large scale will cause shortage of LFC capacity and diffi-
culty in stable operation of power grid. In order to compensate
power fluctuations caused by loads and renewable energy
sources, the concept of load control is proposed. In this concept,
the power consumption of load equipments are controlled by
grid operator. These loads whose power consumption can be
controlled are called controllable loads.

This research focuses on use of heat pump air-conditioning
system (HPACS) as controllable load in microgrid and follow-
ing studies have been conducted.

1. Measurement of basic characteristics of HPACS

2. Proposal of new designing method to determine control pa-
rameters for microgrid including HPACS power consumption
control



3. Verification of power fluctuation compensation control for
microgrid by use of HPACS power consumption control in real
microgrid testing facility

4. Analysis of contribution ability of microgrid with HPACS
control to grid frequency control

In the measurement of HPACS's basic characteristics, effi-
ciency characteristics, dynamic characteristics of power con-
sumption, and dynamic characteristics of heat generation have
been measured by experiment using real HPACS machine.

The proposed method to determine microgrid's control param-
eters calculates transfer function between microgrid's power
fluctuation source and microgrid's tie line power flow. The fre-
quency spectrum of microgrid power fluctuation is multiplied
by value of transfer function in order to calculate frequency
spectrum of tie line power flow fluctuation. Power spectrum
density (PSD) is calculated from frequency spectrum and LSD
is integrated in frequency domain to calculate tie line power
flow's RMSE for fluctuation within frequency range that should
be compensated. The fluctuation suppression ratio of microgrid
is calculated using RMSE value of tie line power flow and orig-
inal power fluctuation, The RMSE of battery's SOC fluctuation
and HPACS's stored energy fluctuation are calculated in the
same way using transfer function and PSD integration. By
changing control parameters cyclopaedically, set of control pa-
rameter combination that gives Pareto-optimal combination
regarding fluctuation suppression ratio, RMSE of battery's SOC,
and RMSE of HPACS's stored energy is acquired. From the list
of Pareto-optimal control parameter combination, the control
parameter for microgrid can be determined depending on the
allowable SOC fluctuation of battery, stored heat fluctuation of
HPACS, or fluctuation suppression ratio.

The verification test is conducted using a microgrid testing fa-
cility with gas engine (GE), HPACS, NiMH battery, and loads.
Experiments are conducted in several microgrid configurations
combining GE, HAPCS, and NiMH battery. The results of ex-
periment case in which both HPACS and NiMH battery are
controlled shows that power consumption control of HPACS
can reduce SOC fluctuation of NiMH battery on a large scale
compared to case in which only NiMH battery is controlled. The
loss of convenience caused by HPACS power consumption
control is analyzed using room temperature calculation model
and heat storage model. The results of analysis using room
temperature model show that the temperature fluctuation caused
by HPACS control is within range of 1 degree Celsius In case of
analysis using heat storage model, the fluctuation of stored heat
was with in range of normal heat storage capacity. The results of
experiment case in which GE, HPACS, and NiMH battery are
controlled shows that control of HPACS can reduce output
fluctuation of GE compared to case in which only GE and
NiMH battery are controlled. This indicates that by controlling
HPACS's power consumption, larger proportion of GE in mi-
crogrid can be used as reserve margin.

The contribution ability of microgrid to grid frequency control
is analyzed by using linear model of power grid. In the grid
model, loads, renewable energy sources, base power plant,
thermal power plant, hydro power plant, grid battery system,

and microgrid are considered. The transfer functions between
power fluctuation sources (Grid side load + grid side renewables
and microgrid load + microgrid renewables) and output of grid
side apparatuses(i.e. thermal power plant, hydro power plant,
grid side battery) are calculated. The frequency spectrum of grid
side apparatuses output is calculated by multiplying frequency
spectrum of power fluctuation sources and value of transfer
functions. The RMSE of power fluctuation that corresponds to
LFC frequency region and compensated by grid side apparatus-
es is calculated from frequency spectrum of these outputs using
PSD integration. RMSE of grid side battery's SOC fluctuation
and RMSE of microgrid side battery's SOC fluctuation are also
calculated in the same way using transfer function and PSD
integration. The relation between microgrid's fluctuation sup-
pression ratio and RMSE of grid side apparatuses' LFC output,
RMSE of grid side battery's SOC fluctuation, and RMSE of
microgrid battery's SOC fluctuation is analyzed. The analysis
shows that there is a trade-off between LFC capacity and mi-
crogrid battery's SOC fluctuation, but there is no relation be-
tween microgrid's fluctuation suppression ratio and grid side
battery's SOC fluctuation.

This research indicates the effectiveness and feasibility of
power fluctuation compensation by use of HPACS in LFC re-
gion and will contribute to development of load control system
in power grid.
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Experimental Studies of Electromagnetic and
Electrostatic Fluctuations during Guide Field
Magnetic Reconnection
By Akihiro Kuwahata

Magnetic reconnection is a fundamental phenomenon which
occurs in all magnetized plasmas. The sun shows explosive
phenomena triggered by magnetic reconnection in the solar
system: solar flares and coronal mass ejections (CMEs). These
powerful events tremendously impact on our lives: damaging
satellites, disturbing radio signal for communications, and in-
volving wide-area electrical blackouts. How are these explosive
events arisen in the sun? This question is the beginning of
magnetic reconnection studies.

There is the huge gap of reconnection duration between theory
and nature. For solar flares, typical time scale of magnetic re-
connection in a theory based on simple magnetic dissipation is
about 107{14} s, while it in nature is about 10"{3} s. Why is
magnetic reconnection in nature so fast in contrast to the theory?
Various models such as Sweet-Parker model, Petschek model,
and two-fluid model has been considered to fill the huge gap.
However, there is not yet consensus on how fast reconnection is
triggered during magnetic reconnection.

In order to verify the mechanism of fast reconnection, magnet-
ic reconnection experiment was performed in the TS-3 Plasma



Merging Device.

This dissertation provides detailed studies of magnetic recon-
nection in the presence of a guide field in TS-3 Plasma Merging
Device. When a guide field is applied in magnetic reconnection,
it changes many reconnection conditions: electron parallel ac-
celeration and asymmetric distribution of density, potential, and
magnetic field, and so on. These conditions could drive waves
and instabilities which can lead to fast reconnection. By using
high spatial resolution 1-D scans of many probes such as mag-
netic probes, electromagnetic and electrostatic fluctuation
probes, and Langmuir probes, detailed profiles of the plasma
parameters have been obtained.

Large electromagnetic fluctuations were observed inside the
current sheet during fast magnetic reconnection in the presence
of a guide field. Amplitudes of fluctuations reached 10% of the
reconnection magnetic field. The fluctuations had a clear peak
frequency of 1.5 — 2 MHz, which was about 2 times larger than
the local ion cyclotron frequency.

2-D measurement of the electron density shows that diffusion
region was modified due to the effect of a guide field. This sug-
gests that the Hall effect appeared around the diffusion region in
the experimental regime.

Electromagnetic fluctuations were localized at the downstream
region rather than X-point, which means that fluctuations might
play an important role of ion and/or electron heating at the
downstream.

The fluctuations were found to propagate to the parallel and
perpendicular direction to the magnetic field. The parallel and
perpendicular phase velocities were approximately 100 km/s
and 50 km/s, respectively. These velocity were similar value of
the local Alfv¥’en velocity (100 km/s). The fluctuations were
left hand polarized to the wave number vector. Numerical cal-
culation of dispersion relations for low frequency wave shows
that the left hand polarized wave (kinetic Alfv¥’en wave: KAW)
can propagate in the experimental regime, while the right hand
polarized wave (Whistler wave) is evanescent. These character-
istics suggest that the observed electromagnetic fluctuations
were consistent with a dispersion relation of KAW in the ex-
perimental regime.

Both the fluctuations and the reconnection rate had dependen-
cy on the strength of a guide field. In the strong guide field case,
large magnetic fluctuations and large reconnection electric field
was observed. Normalized reconnection rate increased as the
amplitude of the fluctuations. There is a positive correlation
between the enhancement of reconnection rate and fluctuation
amplitudes.

To investigate the generation mechanism of the fluctuations,
the existence of fast electron was estimated by using a simple
model. Electrons are expected to be accelerated to the 4400
km/s, which is about twice as large as the electron thermal ve-
locity. The fast electron (electron beam instability) is most likely
generation mechanism of the fluctuations. And then, the fluctua-
tions could drive the fast reconnection due to the deformation of
the current sheet.

Electrostatic fluctuations were also measured at the down-
stream region. However, a different characteristic between elec-

trostatic and electromagnetic fluctuations was found, which
indicates that electrostatic fluctuations include other waves or
instabilities such as LHDI (lower hybrid drift instability).

In summary, the mechanism of fast reconnection focused on
fluctuations during guide field magnetic reconnection has been
experimentally investigated in TS-3 plasma merging device.
Differently from a general understating, the experimental results
show that reconnection rate increased with increasing the
strength of a guide field. There is a positive correlation between
the amplitude of electromagnetic fluctuations and the enhance-
ment of reconnection rate. The scenario for fast reconnection
suggested by in this dissertation is: (1) fast electrons accelerated
by reconnection electric field drive electromagnetic fluctuations,
(2) the fluctuations deform the current sheet, (3) fast reconnec-
tion finally occurs. We argue electromagnetic fluctuation that
has the characteristics of KAW is one of the mechanisms for fast
reconnection in the presence of a guide field.
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Polarization Control inside Photonic Integrated
Circuits Using InP Half-Ridge Polarization Con-
verters
By Zaitsu Masaru

The current optical communication systems, which are inevi-
table in the modern information society, have gained the trans-
mission capacity by multiplexing data signals. Owing to further
developments of the information technologies such as introduc-
tion of cloud computing, optical communication systems with
large transmission capacity have been more and more important
not only in core network but also edge network. Photonic inte-
grated circuits (PICs), integrating a number of optical compo-
nents into a small chip, have proved to be a promising technol-
ogy to realize the advanced optical systems in a low-cost and a
small-footprint. The PICs have adapted to wavelength-division
multiplexing and coherent modulation technologies, and more
recently a polarization-multiplexing technology has been intro-
duced into the PICs. However, control polarization states of
lightwaves inside the PICs is an important issue because planar
lightwave circuits usually employ lightwaves with only a single
polarization state.

Various types of polarization handling devices inside PICs
have been proposed and demonstrated on several platforms such
as InP, Si, and silica. However, most of them have a quite dif-
ferent waveguide structure compared with conventional pho-
tonic devices in PICs, especially with active photonic devices
such as laser diodes (LDs) and semiconductor optical amplifiers
(SOAs), and therefore the monolithic integration of the polari-
zation handling devices is a challenging issue. Consequently, a
fully-integrated polarization-multiplexed- (PM-) PIC has not
been demonstrated yet. In such situation, polarization handling
devices which can easily be integrated with active photonic



devices have been demanded in order to realize the ful-
ly-integrated PM-PICs with low-cost and small-footprint.

In this thesis, I present an integrated InP half-ridge polarization
converter (PC) which is significantly suitable for the integration
with other photonic components. This device features its simple,
ridge-like asymmetric half-ridge structure which can easily be
fabricated without any critical lithographic alignment and ena-
ble a smooth connection with InP ridge waveguides. I demon-
strate the integration of the half-ridge PC with a SOA on InP
platform.

Chapter 1 presents the background of this research topic. Fol-
lowing a brief introduction of current optical communication
and photonic integration technologies, several types of polariza-
tion handling devices are referred.

Chapter 2 shows fundamental theories to analyze and design
waveguide photonic devices with several example numerical
results. Through a slab waveguide analysis and cross-section
eigenmode analysis based on a finite-difference method, a con-
cept of eigenmodes in dielectric waveguides is described. De-
scriptions of polarization states of lightwaves are also shown
based on Jones vector, Stokes parameters, and Poincare sphere.
Principles of a polarization conversion by using a birefringent
medium are described.

Chapter 3 describes fabrication technologies of InP-based
photonic devices. I express several fundamental fabrication
procedures with some example results; crystal growth, lithog-
raphy, deposition, and etching.

In Chapter 4 and 5, I present the integrated InP PC based on
asymmetric half-ridge structure. Chapter 4 describes a design,
principle, fabrication, and demonstration of the half-ridge PC.
One side of the half-ridge PC is ridge structure and the other
side is deeply-etched high-mesa structure. By employing an
angled deposition, the half-ridge structure is fabricated without
any precise lithographic alignment below sub-micron scale.
More than 96% polarization conversion is achieved in a broad
wavelength range covering C-band and quite low insertion loss
below 1.0 dB using a small operating length of 150 pm. Also,
the experimental results significantly agree with numerical
characteristics. Based on detailed analyses of the fabricated PC,
the half-ridge structure is optimized as shown in Chapter 5. By
introducing a slope at the ridge side of the half-ridge PC, a fab-
rication tolerance in the width of the PC increases factor-of-two
improvement. To fabricate the optimized structure precisely, I
propose an improved fabrication procedure using a novel lay-
erstack and hybrid etching processes.

In Chapter 6, I demonstrate the integrated of the half-ridge PC
with a SOA. I employ an offset quantum well layerstack to in-
tegrate active and passive components monolithically. An inci-
dent transverse electric (TE) light is amplified by the SOA and
then convert to a transverse magnetic (TM) mode by the
half-ridge PC. Polarization conversion ratio of 99% is success-
fully achieved with the half-beat length of 70 pm.

Chapter 7 presents a proposal of a waveguide polarization
modulator consisting of the half-ridge PC and a passive wave-
guide modulator. Since a refractive index modulation based on
electro-optic effects depends on the polarization state, TE and

TM modes, the birefringence of the symmetric waveguide can
be controlled by an external voltage bias. An incident TE mode,
assuming the output from an integrated LD, is converted to
arbitrary polarization states by using two half-ridge PC with
quarter-beat length and two symmetric waveguide modulators.
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A Study on Characterization and Modeling of
Delay Variations in Extremely Low Voltage
CMOS Digital Circuit Design
By Ryo Takahashi

Temperature dependence of 256 within-die random gate delay
variations in sub-threshold logic circuits is measured in 40-nm
CMOS test chips. When the temperature is reduced from 25
degrees Celsius to —40 degrees Celsius, the sigma/average of
the gate delay at 0.3 V increases by 1.4 times. A newly devel-
oped model shows that the sigma/average of the gate delay is
proportional to 1/T for the first time, where T is the absolute
temperature.
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Design of Highly Reliable Solid-State Storage
System
By Shuhei Tanakamaru

Solid-state storage is escalating demands due to the expanding
industry and applications from SD cards to data centers. Sol-
id-state storage is mainly composed of NAND flash memories,
which are the most cost effective non-volatile memory devices.
This is because the memory cell transistor achieves the smallest
size and multi-level cell technology is realized. To further re-
duce the chip cost of the NAND flash memory, scaling of the
memory cell is continuously promoted. However, the reliability
of the NAND flash memory is degrading due to the scaling. The
memory cells are getting close, and thus the interference be-
tween the memory cells by such as cell-to-cell coupling is be-
coming strong. Moreover, the number of electrons stored in the
floating gate is smaller in the scaled NAND flash memory.
Therefore, the reliability of the NAND flash memory should be
improved.

On the other hand, storage-class memories (SCMs) are attract-
ing attention because SCMs show higher performance than
NAND flash memory with non-volatility. Thus, the storage
performance can be improved by combining low-cost NAND
flash memories and high-speed SCMs. Phase-change random



access memory (PRAM), magnetic RAM (MRAM), and resis-
tive RAM (ReRAM) are considered as SCMs. Similar to the
NAND flash memory, the reliability of these SCMs also de-
grades during write/erase cycle. Thus, the reliability of the
SCMs should also be improved.

This paper discusses the design of highly reliable solid-state
storage starting from the problems of the reliability degradation
of NAND flash memory, co-optimization of NAND flash
memory and SCM, and reliability of SCM. As for the solutions,
chip-level and system-level reliability enhancement techniques
are proposed for NAND flash memories, chip-level techniques
are proposed for ReRAMs (SCMs), and the system performance
is evaluated.

Error-prediction low-density parity-check (EP-LDPC) scheme,
page-RAID, error-masking (EM), and bits/cell optimization
(BCO) are proposed as chip-level reliability enhancement tech-
niques. Bose-Chaudhuri-Hocquenghem (BCH) error-correcting
codes (ECCs) are widely used to correct bit-errors of the NAND
flash memories. However, due to the degrading reliability of the
NAND flash memory along with the scaling, LDPC codes are
considered as the promising candidate for the next generation
ECC due to their extremely high error-correction capability.
However, the use of the LDPC codes has a fatal problem that
LDPC codes require multiple read from the NAND flash
memory to get precise VTH information, resulting in long read
latency. Proposed EP-LDPC can achieve higher error-correction
efficiency than BCH code while eliminating multiple reads.

Page-RAID creates a vertical parity in addition to the horizon-
tal parity (ECC). As a result, even if there is an ECC failure, the
page can be corrected by the vertical parity with page-RAID.
EM corrects the errors which occurred in the previous read. The
error location is stored in an error-location table in every read.
The errors are corrected by bit-flipping the data stored in the
error-location table. Both page-RAID and EM can effectively
use ReRAM as a parity buffer to improve the reliability with no
performance degradation. In BCO, triple-level cell (TLC)
NAND flash memory is changed to multi-level cell (MLC) and
single-level cell (SLC) according to the write/erase cycles.

Reverse-mirroring (RM), shift-mirroring (SM), error-reduction
synthesis (ERS), and balanced RAID-5/6 are proposed as sys-
tem-level techniques for NAND flash memories. RM, SM, and
ERS improve the system-level reliability of the mirrored system
(RAID-1). RM and SM intelligently allocate the data to improve
reliability based on the error characteristics of the NAND flash
memory. RM also uses ReRAM as a non-volatile buffer. ERS
reduces bit-errors considering the error characteristics. Balanced
RAID-5/6 improves the reliability of the RAID-5/6 system.
RAID-5/6 is more cost effective method than mirroring
(RAID-1) to improve the system-level reliability due to the
significantly small storage overhead.

The chip-level reliability enhancement techniques for ReRAM
are proposed such as flexible RRef (FR), adaptive asymmetric
coding (AAC), and verify trials reduction (VTR). FR tracks the
changing resistance of the ReRAM to reduce the BER during
set/reset cycling. It is found that the dominant error direction (1

—0 or 0—1 error) changes from 0—1 to 1—0 error during

set/reset cycle. AAC reduces BER based on the dominant error
direction. VTR reduces the verify trials and improves the
set/reset latency by correcting the remaining errors by ECC.
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Distortion and Its Reduction in Synthetic Aper-
ture Radar Interferogram
By Ryo Natsuaki

Synthetic Aperture Radar (SAR) has been widely used for air-
borne and spaceborne radar observation which can only carry
small antenna. Though the resolution of SAR image is lower
than the optical observation, it can remotely observe phase and
polarization information, while the optical one can only observe
intensity.

Interferometric SAR (InSAR) uses two or more images taken
from different places and / or at different times. Their phase
differences are geometrically the same as the topography of the
observation area. In particular, we need two complex-valued

SAR data obtained by observing identical place, named ""mas-
An interferogram is a result of multiplica-
tion of the master and the conjugated slave. The height infor-

mation is periodically “wrapped” in phase value of the interfer-

" nn

ter"" and ""slave.

ogram.

Phase unwrapping process is required to generate DEM from
interferogram. We have to solve the periodicity to recover the
height information. As the interferogram corresponds to real
landscape, its phase map has to be a conservative field. Howev-
er, an unwrapping process is disturbed seriously by Singular
Points (SPs), the non-zero rotational points existing in the phase
map.

Many papers reported two origins of the SP generation. One is
the landscape roughness. In this case, SPs are the evidence of
the steep slope, and the SPs should exist there. The other is the
low signal to noise ratio (SNR) in low coherence areas of the
ground. To remove the latter SPs and create an accurate DEM,
various filtering and unwrapping methods have been proposed.
In this thesis, we aim to generate more accurate SAR interfero-
gram for landscape observation. Here, we made a hypothesis
that there is a local distortion between master and slave, the
third origin of SPs. That is, the slight difference in the observa-
tion orbit between the master and the slave causes the change of
dominant scatterer, resulting in local phase distortion in the
interferogram.

We firstly present the experimental results in anechoic cham-
ber which simulates the generation of local distortion. Slight
difference of incidence angle causes the change of dominant
scatterer. This change is predictable as long as the scatterers and
radar positions are accurately estimated. However, spaceborne
SAR has several meter orbit error and in general, we do not
know the scatterers’ position on the ground. In short, local dis-
tortion between master and slave is unavoidable.



Next, we propose the local sub-pixel scale co-registration
method for master and slave which employs the SP number and
the amplitude-implied phase gradient as the evaluation criterion
(the SFS-SPEC method). One of the drawbacks of the
SFS-SPEC method is that it uses the phase gradient in order to
evaluate the co-registration result though the interferogram gen-
erally contains large phase ambiguity. To solve this problem, we
propose the use of an interferogram generated with a
large-number multilook as the reference in the evaluation pro-
cess. This reference interferogram is used in the evaluation pro-
cess to avoid the phase noise of which effect is large in the
small-number multilook interferogram. That is, we calculate the
phase difference between the co-registered pixel value and the
pixel value of the reference interferogram. Without the distor-
tion, no SP is expected through an appropriate co-registration of
non-aliasing master and slave maps. Experimental results
showed that the proposed method solve 90percent of SPs and
increased 2dB in the SNR.

Finally, we present the results of research on statistical ap-
proach for filtering methods of SAR Interferogram. The remov-
al of SP is also possible by filters. In this case, filters for inter-
ferogram must be compatible with phase information.

Recently a new filtering method based on complex-valued
Markov random field (CMRF) model has been introduced. Its
dynamics can be reduced to a simple and fast complex-valued
correlation learning process, the CMREF filter.

This complex-valued correlation learning is compatible with
complex-amplitude information of SAR interferogram. A com-
plex number is represented by two real numbers. Thus, if the
CMREF filter consists of N inputs and 4 outputs, we feed real 2N
as input values and receive 8 as output values. In this sense, the
N complex-valued correlation learning is similar to a 2N re-
al-imaginary double-dimensional correlation learning. If the
real-imaginary MRF (RI-MRF) filter can estimate correct phase
values as same as the CMREF, it has possibility to calculate faster
than the CMRF because it does not need to calculate complex
number. At the same time, other image filters which can only
compatible with amplitude are also be able to apply by separat-
ing complex-amplitude image into real and imaginary images.
However, experimental results show that the RI-MRF filter
creates interferogram presenting inappropriate anisotropy in the
phase values whereas the CMREF filter generates accurate inter-
ferogram.

As written above, we proposed the idea of local distortion and
solved with co-registration and filtering methods. Experimental
results showed that the proposed method could generate more
accurate SAR interferogram than conventional methods.
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Band structure and ferromagnetism in I11-V fer-
romagnetic semiconductor GaMnAs
By Iriya Muneta

Conventional semiconductor devices use only the charge de-
gree of freedom of electrons and holes, while the spin of carriers
remains untouched. Spintronics on semiconductors is aiming
to introduce spin-related functions to semiconductor devices by
utilizing the spin degrees of freedom of carriers and atoms.
The most widely studied materials to realize semiconductor
spintronics are ferromagnetic semiconductors (FMSs), which
have the properties of both semiconductors and ferromagnets.
The most investigated FMS is the III-V ferromagnetic semi-
conductor GaMnAs, which has the zinc-blende crystal structure
where a part (typically a few %) of the Ga atoms in GaAs is
replaced by Mn. The Mn atoms act as both acceptors and lo-
calized spins. GaMnAs is known to show ferromagnetism
with the Mn content over 1%. This Mn concentration is not
enough to show the ferromagnetism by a direct exchange inter-
action between two neighboring Mn, but holes mediate the in-
direct exchange interaction, which induces the ferromagnetism
in GaMnAs.

In Chapter 2, the survey of the recent research on the band
structure and the ferromagnetism in GaMnAs is described.
The problem in GaMnAs is that the band structure and the
origin of the ferromagnetism are not understood. At the be-
ginning, the holes were believed to be in the valence band,
which is spin split by the p-d exchange interaction between the
holes and 3d electrons. However, recent experiments have
shown that the valence band is filled with electrons (no holes)
and is highly ordered. These new findings raise three unsolved
problems: (i) The position of the Fermi level, which is located
in the impurity band in the band gap, contradicts the conven-
tional understanding that in semiconductors doped with
non-magnetic acceptors the Fermi level crosses over the valence
band as doping concentration increases. (i) The high-
ly-ordered valence band is against the simple expectation that
the heavy doping and p-d hybridization will result in the disor-
dered valence band. (iii) The detail about the impurity band in
GaMnAs is not understood at all because it was believed that
the impurity band did not exist so far. The following three
Chapters address these three problems, respectively.

In Chapter 3, the Fermi level position in GaMnAs is precisely
determined. The Mn content dependence of the Fermi level
position in GaMnAs are systematically investigated by using
resonant tunneling spectroscopy in GaMnAs quantum-well het-
erostructures. The Fermi level position is estimated from the
quantum-well-thickness dependence of the resonant levels. It
is shown that the Fermi level in GaMnAs is always in the band
gap above the valence band top, and that it becomes close to the
valence band top as the Mn content increases in the paramag-



netic region, but it gets away from the valence band top at the
onset of the ferromagnetism. These results indicate that the
behavior of the impurity band in ferromagnetic GaMnAs is
anomalous, and very different from that of non-magnetic ac-
ceptors.

In Chapter 4, the valence band ordering in GaMnAs is studied.
The Mn content dependence of the valence band ordering in
GaMnAs are systematically investigated by using resonant tun-
neling spectroscopy in GaMnAs quantum-well heterostructures.
Our characterization of the valence band ordering shows that the
valence band becomes disordered as the Mn content increases,
but its ordering is restored by the onset of ferromagnetism.
These results show that the p-d hybridization does not make the
valence band disordered, but forms an additional band, which is
the impurity band that induces the ferromagnetism in GaMnAs.

In Chapter 5, the anisotropy of the impurity band is studied.
The anisotropy of the impurity band is characterized by meas-
uring the tunneling anisotropic magnetoresistance (TAMR) in
The TAMR in GaM-
nAs is considered to originate from the hole-bound states. It is
natural to think that the hole-bound states inducing TAMR are
the impurity states or impurity band in the ferromagnetic
GaMnAs. In the measurement of TAMR, the symmetry of
TAMR shows the complex dependence on the bias voltage.

GaMnAs-based tunnel heterostructures.

This result shows that the multiple impurity levels have the
wave functions with different spatial anisotropies, indicating
that the Fermi level position in the impurity band determines the
magnetic anisotropy in GaMnAs.

In summary, this thesis investigates the Mn content depend-
ence of the Fermi level position and the valence band ordering
by means of resonant tunneling spectroscopt, and the anisotropy
of the impurity band by means of TAMR. It was found that the
detail of the band structure, such as the Fermi level position and
the merging or separation of the valence and impurity bands,
plays an important role in the magnetic properties of the proto-
type FMS GaMnAs, such as ferromagnetism, Curie temperature,
and magnetic anisotropy. Comprehensive and deep under-
standing of the relationship between the band structure and fer-
romagnetism is necessary for FMSs to be utilized for semicon-
ductor spintronics devices.
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Design and Fabrication of Three-Dimensional
Photonic Crystal for Light Guide and Optical
Localization
By Fu Jiapeng

Al8.

Possessing spatial periodicity in the dielectric constant, pho-
tonic crystals (PCs) can prevent light from propagating in cer-
tain directions with specified frequencies. This frequency range
is referred as photonic bandgap (PBG). In 1987, the concept of

photonic crystal was brought into the optical research field.
Many researches, by utilizing PC structures, have been con-
ducted to improve the performance of optical components. Most
of these researches focused on two-dimensional (2D) PCs, par-
ticularly the so-called 2D PC slabs, which consisted of thin
dielectric plate with periodic arrangement of holes. Properties of
the 2D PC slabs were developed with a rapid speed compared
with three-dimensional (3D) PC because of the ease of fabrica-
tion. However, from the practical point of view, light gets loss to
the third direction of 2D PCs easily because the dielectric con-
stant only varies in two directions. On the contrary, the dielec-
tric constant of 3D PCs varies in all directions. 3D PCs, which
possess a complete photonic bandgap (cPBG), are possible to
control light of all polarizations in all directions. Therefore, 3D
PCs have a potential to operate light in a 3D structure. This
potential, which allows us to realize 3D optical circuit, makes
3D PCs more meaningful to investigate.

However, the performance of optical components in 3D PCs is
still far behind that in 2D PCs. For instance, single mode opera-
tion bandwidth of 3D PC waveguide (PCW) still needs to be
expanded. The quality factor (Q) of 3D PC nanocavity is also
expected to be improved further because it is still far behind that
of 2D PCs. Thus, in order to fully utilize the advantages of 3D
PCs, researches on these issues discussed above are strongly
expected.

Aiming to address these issues, original research work on de-
signs of PCW and nanocavity in 3D PCs are presented in this
thesis. Experimental work to demonstrate the usefulness of our
design is also presented.

After a brief introduction of the research background and ob-
jectives of the research in Chap. 1, basic physics of PCs that are
necessary for understanding the research are introduced in Chap.
2. Types of PCs that classified by dimensionalities are intro-
duced. After the introduction of several types of 3D PCs, the
woodpile structure, one of the 3D PCs, is described in details as
it is the basic structure of all the work in this thesis. Then, varies
of fabrication methods of 3D PCs are discussed. Finally, the
way of manipulating light with PCs, introducing defect into PC
structures, is discussed.

The fundamentals of plane wave expansion (PWE) and fi-
nite-difference time-domain (FDTD) methods, which are com-
putational methods used in this thesis, are described in Chap. 3.
By using these two computational methods, how to obtain im-
portant characters of PC structures are discussed. For instance,
calculation on band diagram of PC structure, frequency of cavi-
ty mode, Q and mode volume of nanocavity structure are dis-
cussed.

In Chap. 4, a design of silicon 3D PCW is reported. Tuning the
width of the line defect allows the waveguide to support two
guided modes, which enable single-mode propagation ~98.7%
of the complete photonic bandgap. In addition, we demonstrate
that the frequency ranges for single-mode propagation can be
extended to almost the entire range of the cPBG by further tun-
ing the thickness of the layers. The wide ranges of available
frequencies for single mode propagation enable flexible design
of 3D PC components and would provide a route towards future



3D photonic circuits.

A nanocavity is designed to improve the Q of 3D woodpile PC
in Chap. 5. The Q of the nanocavity embedded in a vertically
mirror-symmetric woodpile structure, which can be realized by
changing the stacking sequence of layers above the cavity layer
of an ordinary woodpile structures, is discussed. A Q of 1.7x105
of the nanocavity embedded in the mirror-symmetric structure
can be obtained. This is ~3.6 times as high as the maximum Q
of the same size of the nanocavity embedded in an ordinary
woodpile structure. Compared with other designs of 3D PCs at
same level of Q, our design can improve the Q with a smaller
structure volume.

Finally, in Chap. 6 experimental work for investigating the ef-
fect of mirror symmetric woodpile structure on cavity Q as dis-
cussed in Chap. 5 is presented. Both of nanocavity structures in
a mirror symmetric woodpile and an ordinary woodpile are
fabricated by
square-shaped defect cavity embedded in the mirror symmetric
woodpile structure with 25 layers exhibits a cavity mode with Q
~4,000, which is larger than that of the nanocavity design in the

using micromanipulation technique. A

ordinary woodpile (~3,100).

At last, the main achievements presented in this thesis are
summarized. The outlooks for future research are also given in
Chap. 7.

The results obtained in this thesis provide an important step
towards the complete manipulation of light in nanostructures.
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bot Navigation using Probabilistic Pose Estima-
tion Tecniques
By Peshala Gehan Jayasekara

This thesis puts forward the notion of assistance for autono-
mous mobile robot navigation. The conventional approach to
autonomous navigation is to make the robots as intelligent as
possible to tackle with the environment. Such a strategy can
often run into pitfalls as there is no way to program the robots
for all scenarios that can arise. Humans tend to depend on some
assistance, sometimes unintentionally, to save both the effort
and time spent on navigation. This human behavior can be imi-
tated in autonomous navigation for mobile robots, which moti-
vates us to design a proper robot assistance scheme. Such an
assistance system can act as the missing building block to pro-
vide fully autonomous capabilities for mobile robots to navigate
in real, complex environments.

The main concepts of the proposed localization assistance
scheme are as follows: i) The mobile robots that need assistance
are detected, tracked and managed by an agent acting as the
“assistant”. ii) Tracked data is transformed into localization
information and is relayed back to the mobile robots as “locali-
zation assistance” using communication devices. iii) The mobile

robots perform continuous self-localization to deal with absence
of localization assistance. iv) The assistant can either be station-
ary or mobile. v) To deal with uncertainties in sensing, actuating,
and system modeling etc., probabilistic methods have been em-
ployed.

In the first stage, a stationary assistant is proposed for real,
populated indoor environments. The stationary assistant senses
the environment using a laser range finder (LRF) and camera
based sensor unit while the environment modification is kept at
minimal. Using Rao-Blackwellized particle filter (RBPF) tech-
nique, the robots that need assistance are continuously tracked.
RBPF makes sure the data association problem is handled ro-
bustly. A novel method to track only the mobile robots in
crowded environments by changing the LRF placement and by
making a modification at the robot platform is proposed. The
proposed method can detect mobile robots even in complex
environments. Two mobile robots were simultaneously navi-
gated in given trajectories successfully using real-time assis-
tance data, which shows the validity of the proposed scheme for
simultaneous localization assistance for multiple mobile robots.

In the second stage, mobile assistance is proposed when the
environment is large (e.g. outdoor terrains) since the coverage of
a stationary assistant is limited. Two key aspects of mobile as-
sistance are tackled: improvement to self-localization of assis-
tants and, cooperative localization assistance for multiple robots
in outdoor terrains.

A novel state variable extension (SVE) method is proposed by
combining terrain point clouds with rover kinematics to improve
the self-localization of assistants. SVE establishes a connection
between state variables of full 6-DOF pose of an outdoor rover.
With this approach the number of effective state variables to be
estimated has been reduced. This reduction allows the particle
filter to maintain a lesser number of particles. The proposed
method assures the validity of the estimated 6-DOF poses on a
give terrain, through SVE method. In other odometry techniques
(e.g. visual odometry), the resulting estimations are not guaran-
teed to be valid poses on a given environment. The results show
that when the 2D state variables (X, y, yaw) are known, the 2D
state can be extended to its 3D state (X, y, z, roll, pitch, yaw)
successfully. Finally, the proposed SVE method is employed in
a particle filter to determine the 2D state variables, which in turn
results in achieving the full 6-DOF position tracking of the rov-
er.

As a mobile assisting mechanism a novel simultaneous locali-
zation and mapping (SLAM) technique called “Cooperative
Positioning SLAM (CPSLAM)” is proposed by incorporating
landmarks to the original “Cooperative Positioning System
(CPS)”, while landmark initialization uncertainty is reduced by
a tethering mechanism. The results show that CPSLAM outper-
forms CP significantly. The notion of “virtual loop closing” is
introduced for two navigation scenarios of planetary rovers. It is
shown that localization error in worksite exploration can be
reduced when two rovers take different routes, meet up and
swap their routes. Next, it is demonstrated that the merits of
virtual loop closing can be experienced when two rovers start
from two different locations and move towards the each others



origins while meet somewhere in the middle. Finally, a motion
strategy named “simultaneous adjacent motion”, which uses
covariance intersection method for data fusion, is proposed to
minimize localization error when two rovers navigate towards a
common goal, side-by-side.
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Study on InGaAs-On-Insulator MOSFETs for
II1-V logic LSI on Si platform
By Sanghyeon Kim

Conventional device scaling strategy to enhance device per-
formance become confronting the fundamental physical limit.
Therefore, the introduction of new principle and new material
become more important for the further improvement of the met-
al-oxide-semiconductor field-effect transistor (MOSFET) per-
formance. InGaAs, one of III-V compound semiconductors is
being considered as the promising channel materials for the next
generation MOSFETs thanks to their small effective mass and
high electron mobility. Moreover, extremely-thin body (ETB)
InGaAs-on-insulator (InGaAs-OI) structure is strongly needed
to achieve both of good short channel effect (SCE) control and
high on-performance. However, there are three main technolog-
ical issues to realize high performance InGaAs-OI MOSFETs,
which are source/drain (S/D) formation for a low resistance,
channel engineering to enhance electron transport, and channel
formation on Si wafer. Therefore, in this thesis, we suggest the
possible solutions for each issue and have realized the high per-
formance InGaAs-OI MOSFETs.

For the S/D formation, we have suggested the metal S/D
structure using Ni-InGaAs alloy formed by the direct alloy reac-
tion between Ni and InGaAs. We have found that Ni-InGaAs
has a low sheet resistance and Schottky barrier height for elec-
tron and Ni can be selectively etched by HCI solutions without
etching of Ni-InGaAs. Utilizing these favorable characteristics,
fabricated S/D InGaAs-OI
MOSFETs, for the first time. Also, we have systematically in-
vestigated all the components of the S/D parasitic resistance
(RSD) in InGaAs MOSFETs with Ni-InGaAs metal S/D and
have developed a technology to reduce all components of RSD.

we have self-aligned metal

The increase of Indium content in the channel was found to
decrease the interface resistance between Ni-InGaAs and In-
GaAs channel. Therefore, by increasing Indium content up to
100 %, the interface resistance was significantly decreased to
the theoretical limit of the interface resistance. Moreover, con-
tact resistance between metal pad and Ni-InGaAs was reduced
by developing surface cleaning technology. Finally, we have
InAs-OI MOSFETs with
Ni-InGaAs metal S/D structure by employing these technolo-

demonstrated high performance

gies.

Channel engineering includes two parts, which are quantum
well (QW) channel engineering by introducing MOS interface
buffer layer and strain engineering. Firstly, we have introduced
InGaAs layer with a lower Indium content than that of channel
InGaAs as the MOS interface buffer layer at the both interface
with top gate dielectric and buried oxide and increased the In-
dium content in the channel layer. This makes the change of the
electron distribution in the channel layer, resulting the en-
hancement of electron mobility. Finally, therefore, we have
demonstrated a high peak mobility of 3180 cm2/Ves in our
InAs-OI MOSFETs, which were fabricated on Si substrates with
MOS interface buffer layers. The scattering mechanisms for the
electron mobility in InGaAs-OI MOSFETs are systematically
analyzed and identified. We conclude that the increase of the
Indium content enhances phonon-limited mobility, whereas the
of the MOS buffer thick-
ness-fluctuation-limited mobility through the suppression of
thickness fluctuation at the MOS interface.

Also, we have strained In0.53Ga0.47As MOSFETs on both of
bulk III-V substrate and In0.53Ga0.47As-Ol substrate. 1.7%
highly strained In0.53Ga0.47As-OlI structures are fabricated on
Si substrate. Fabricated devices are systematically analyzed with
different channel strain values. Strained In0.53Ga0.47As-OI
MOSFETs with Ni-InGaAs S/D have been operated with high
on-current (Ion)/off-current (Ioff) ratio of 105 and good current
saturation in output characteristics. MOSFETs with 1.7% tensile
strain exhibits 1.65 times effective mobility (peff) enhancement
against In0.53Ga0.47As MOSFET without strain. We found that
this peff enhancement is attributed to the increase in mobile free
electron concentration under tensile strain, which leads to the
lowering in the conduction band minimum (CBM) and the in-
crease in the energy difference between CBM and the Fermi

use interface enhances

level pinning position due to a large amount of interface states
by Hall measurements.

Moreover, using QW-OI channel structure, we have fabricated
deeply scaled InGaAs MOSFETs. QW-OI structure provided us
large on-performance enhancement and better electrostatic con-
trol than InGaAs-OI without QW structure. In addition, from the
simulation study, we have found that further vertical scaling and
back biasing techniques can improve the control of short chan-
nel effect in InGaAs-OI MOSFETs. By hinted from these simu-
lation results, we have investigated the effects of vertical scaling
and the tri-gate structure on electrical properties of ETB
InAs-OI MOSFETs. It was found that body thickness (Tbody)
scaling provides better SCEs control, whereas Tbody scaling
causes the reduction of the mobility limited by channel thick-
ness fluctuation (8Tbody) scattering (ufluctuation). To achieve
better SCEs control, the thickness of channel layer (Tchannel)
scaling is more favorable than the thickness of MOS interface
buffer layer (Tbuffer) scaling, indicating necessity of QW
channel structure. Also, the Tri-gate ETB InAs-OI MOSFETs
shows significant improvement of SCEs control with small peff
reduction. As a result, we have successfully fabricated
sub-20-nm-channel length InAs-OI MOSFETs with good elec-
trostatic. Furthermore, we have demonstrated wide-range
threshold voltage (Vth) InAs-OI

tunability in Tri-gate



MOSFETs through back bias voltage control.

Finally, we have proposed the new concept of II1I-V integration
on Si wafer using improved direct wafer bonding (DWB) tech-
niques using Si donor wafer. By changing donor wafer from
III-V to Si, this technique can offer 300 mm and/or larger wafer
scalability.
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Fabrication of Air/III-Nitride Distributed Bragg

Reflector Vertical Microcavity for Exciton Cavity
Polariton
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By Tao Renchun

Semiconductor distributed Bragg reflector (DBR) microcavi-
ties (MCs) have been widely used for I1I-nitride optoelectronic
devices, among which exciton polariton devices, such as polari-
ton lasers, are of special interests. Exciton polaritons are qua-
siparticles resulting from the strong coupling between excitons
and cavity photons. Because of the peculiar physical properties
of polaritons, polariton devices have unique performances. For
example, polariton laser is of ultralow threshold (or threshold-
less). Besides, polaritons in microcavity is also a good platform
to study Bose-Einstein condensation and superfluid at high
temperature and so forth.

Polariton lasing has been realized in polar IlI-nitride DBR
MCs at room temperature. However, for polaritons in III-nitride,
non-polar nitride MCs would be a better option, because the
absence of a built-in electric field leads to an enhancement of
the electron/hole wave-function overlap, consequently resulting
in a higher exciton binding energy and a large Rabi splitting in
polariton devices. However, there are very few works published
on non-polar nitride DBR MCs.

It is also well known that conventional monolithic DBR MCs
made with nitrides suffer from a low refractive-index contrast.
In order to have Ill-nitride MCs with efficient photon confine-
ment, a large number of epitaxially grown DBR layers are usu-
ally necessary. Practically, however, the fabrication of such
DBRs is very difficult, because growth conditions vary with
time and effects of strain or defects in lower layers can accumu-
late and propagate to later grown upper layers. As a result, in-
stead of monolithic DBR MCs, hybrid nitride/dielectric DBR
MCs and all-dielectric DBR MCs are often employed. Hybrid
MCs, of course, still suffer from a narrow stop band determined
by the bottom nitride DBRs and all-dielectric DBR MCs usually
involve complicate membrane lift-off and bonding process.

Air-gap structures are one promising option to overcome the
low refractive index contrast in conventional III-nitride DBRs.
Previously, many different wet etching and dry etching methods
have been tried to fabricate air-gap nitride DBRs. But each of
these methods has certain drawbacks of its own. Consequently,

no complete air/nitridle DBR MCs have been reported to date.
Recently, a newly developed technology employing the thermal
decomposition of GaN has shown great potential for the fabrica-
tion of nitride air-gap nanostructures. This technique, based on a
dry process, is easier and faster, allowing the fabrication of
complicated multilayer structures.

This thesis presents the original research work on the growth,
fabrication and characterization of air/III-nitride DBR MCs and
their application to exciton cavity polaritons.

Chapter 1 is the instruction to this thesis, including basic con-
cepts and application of exciton polariton, the advantages, dis-
advantages and current research status of III-nitridle DBR MCs
to exciton polariton applications. As for the disadvantages, we
came up with the idea of air/III-nitride DBR MCs.

Chapter 2 describes the transfer matrix method, the basic theo-
retical tool to simulate DBR MCs. By simulation, the high effi-
ciency of air/Ill-nitride DBR MCs and their difference from
conventional DBR MCs were revealed.

Chapter 3 gives growth optimization for structures grown on
m-plane free-standing GaN substrates. Growth temperature was
found to be one key parameter affecting the surface morphology
of epitaxial AlGaN layer. Grown at the same temperature,
InGaN single quantum well (QW) seems good enough for serve
as a cavity emitter for our initial samples. With some special
considerations in design, complete structures were grown.

Chapter 4 describes the detailed fabrication process of
air/Ill-nitride DBRs MCs by using thermal decomposition of
GaN method. Two types of DBR cavities have been grown.
Images taken by scanning electron microscope and atomic force
microscope revealed their good structure quality.

Chapter 5 presents optical characterization for the fabricated
non-polar air/Ill-nitridle MCs by micro photo-luminescence
measurements at room temperature. A Q factor of 1600 was
estimated and anisotropic optical properties have been investi-
gated. Especially, to analyze the optical anisotropy, k-p method
based theoretical calculation was performed, whose results are
in good agreement with experimental measurement.

Chapter 6 describes the application of air/IlI-nitride DBR MC
to exciton cavity polariton. Firstly, a non-local dielectric re-
sponse theory was given to describe exaction-cavity strong cou-
pling semi-classically. Secondly, GaN/AlGaN QWs were grown,
and optimized to have a narrower emission line width in the aim
of satisfying strong coupling criteria. Micro photo-luminescence
was measured to demonstrate strong coupling phenomena.

Finally, Chapter 7 summarizes this thesis, indicating possible
prospect researches base on the results presented in it.
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Brillouin Dynamic Grating along Optical Fibers
By Yamashita Rodrigo Kendy

Tunnels, bridges and aircrafts are submitted to various envi-
ronmental changes and heavy loads during its lifetime. Detec-
tion of cracks, overloads and displacements in those structures is
vital to keep the safety in their usage, preventing big collapses
and accidents that may take many lives. Fiber-optic sensing is
one of the most promising technologies to realize that monitor-
ing due to its small size, light weight, flexibility and immunity
to electro-magnetic interference. In this thesis, the focus was on
the enhancement of spatial resolution of Brillouin optical corre-
lation domain analysis (BOCDA), a fiber-optic sensor system
developed by Hotate laboratory, when measuring the distribu-
tion of strain and temperature simultaneously, based on Bril-
louin dynamic gratings (BDGs).

The BOCDA system has been developed to measure the fiber
distribution of Brillouin frequency shift (BFS), which has strain
and temperature dependence. Later, it was found that it can also
measure the birefringence distribution along a polarization
maintaining fiber, which also has strain and temperature de-
pendence. By those two measurements, BFS and birefringence,
it is possible to determine both the strain and temperature dis-
tribution. However, the spatial resolutions of the two measure-
ments are different by an unknown reason. For the BFS meas-
urement, BOCDA is acknowledged as the highest performer in
spatial resolution, with reports of mm-order resolution. But for
the birefringence distributed measurement, the highest resolu-
tion reported with BOCDA was 10 cm. Therefore, this research
has the goal of enhancing the spatial resolution of the system,
creating a stable and accurate sensor system.

The first step for enhancement of spatial resolution is to under-
stand what determines the spatial resolution, also to understand
why the spatial resolution for BFS measurement is worse than
that of birefringence measurements. The first approach was to
calculate the acoustic wave complex amplitude created by the
x-polarized waves in the PMF and consider the scattering of
y-polarized light by that acoustic wave. From that calculation, it
was possible to evaluate the effective length of the BDG after
localization in correlation domain. The result was that the BDG
works as a reflector in a region that extends beyond the nominal
spatial resolution of BOCDA.

According to the theoretical analysis of BOCDA, the intensity
of stimulated Brillouin scattering (SBS) is proportional to the
beat power spectrum of the pump-probe lightwaves, which is a
function of both position and frequency. In the BOCDA used in
this research pump and probe waves are under sinusoidal fre-
quency modulation (FM), applied by direct modulation of the
current injection of the distributed feedback laser diode. To
evaluate the spatial resolution of BOCDA, both the intensity of
the beat power spectrum and its spectral broadening are consid-
ered. However, in this thesis, I formulated the hypothesis that
this logic does not work for the BDG spectrum, because the
y-read lightwave, which is launched to read the BDG, is under
the same FM as the x-polarized waves. Therefore, its spectrum

is broadened and it is reflected by all the BDG length, including
the side lobes on the sides on the main correlation peak. So, to
enhance the spatial resolution, it is necessary to suppress the
correlation peaks, what can be realized by applying a proper
intensity modulation (IM) synchronized with the FM applied to
the laser source. Experiments showed the IM has the effect of
spatial resolution enhancement, and under the conditions of the
experiment, the observed enhancement was from 75.0 cm with-
out the IM scheme to 17.5 cm with the proposed scheme.

To develop a stable high spatial resolution system, it is im-
portant to guarantee a good signal to noise ratio and avoid all
sources of noise. A technique that has been developed to extend
the measurement range of BOCDA is called temporal gating,
which is based on pulse modulation of pump and probe waves.
Although its efficiency in elongating the measurement range has
been demonstrated, a solid theoretical analysis was not held. I
assumed that the total beat power spectrum when two types of
modulation are applied is the convolution of the beat power
spectrum of each modulation. Based on that, it was possible to
theoretically predict the optimum synchronization between the
FM and the pulse modulation in a temporal gating scheme. Also,
when spatial resolution is short and the signal coming from this
tiny length of fiber is small, considerations about the signal
acquisition scheme are necessary. The best solution for the
strain-temperature simultaneous measurement BOCDA system
was the beat lock-in detection.

By a cooperative research with a construction company, the
proposed system was used to measure temperature and strain on
a fiber glued to the surface of a concrete block. It is expected
that the system can be adjusted to realize smart structures, de-
tecting cracks in concrete in their early stage by accurate dis-
tributed sensing.
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Servo Performance Enhancement of Motion Sys-
tems via Quantization Noise Suppression and
Model-Based Friction Compensation
By Hongzhong Zhu

Mechatronic systems, such as industrial robots, NC machine
tools and exposure systems, often require high-performance
motion control to improve the productivity and product quality.
As the advancement in industry fields such as information
technologies, biotechnology, electro-optics, automotive and
aerospace where the required control accuracy is submicron
order or nanometer order, high-speed and high-precision control
systems are increasingly demanded. However, nonlinearities,
such as the quantization in I/O signals and friction in mechani-
cal components, play a vital role in control performance degra-
dation, such as the limit cycle oscillations, torque ripples and so



on. Perfect suppression of the negative effects has attracted a
great deal of attention both from the theory and real applications.
In this dissertation, several easy-to-use novel solutions are pro-
vided to reduce these effects for enhancing the control perfor-
mance.

The main work of this dissertation is divided into two parts. In
first part, the methods for suppressing the effects of quantization
noise by (a) output reconstruction method using convex optimi-
zation and (b) dithering techniques combined with Kalman filter,
and the methods for suppressing the effects of nonlinear friction
by model-based friction compensation are proposed from the
theoretical perspective. In second part, on the other hand, the
applications of the proposed methods on real systems are stud-
ied via simulations and experiments from the practical perspec-
tive. The main contributions of this dissertation are summarized
as follows.

1. An output reconstruction method utilizing both ob-
server techniques and curve fitting approaches is proposed for
quantized systems to reconstruct the quantized output. By fitting
the quantized measurements with polynomials in a moving
horizon manner, a smooth signal is reconstructed via solving a
convex optimization problem with some model-based constraint
conditions. According to the proposed method, the degree of the
polynomials can be automatically determined and the recon-
struction error can be guaranteed to be within the quantization
step. The convex optimization problem is a simple quadratic
programming problem so that it can be solved very efficiently
and accurately.

2. The combination of dithering techniques and Kal-
man filter is proposed for quantized systems to recover the real
output. Firstly, two dithered systems including the subtractively
dithered system and nonsubtractively dithered system are de-
signed to whiten the quantization noise. In the design, optimal
dither signals (“optimal dither”, evaluated from the perspective
of probability, is the dither that can minimize the level of total
measurement noise) can be theoretically designed by taken into
account of the probability characteristics of the sensing noise.
Then, Kalman filter is designed to estimate the real output sig-
nals from the dithered measurements. Since the variance of the
total measurement noise is theoretically determined according to
the proposed dithering methods, Kalman gain can be designed
analytically.

3. An simple friction model and friction compensation
strategies in zero-speed region are proposed for a high-precision
ball-screw-driven system by considering the mechanical defor-
mations in micron scale. In many mechatronic systems, servo
performance is significantly degraded in low-speed area espe-
cially in zero-speed region owe to the inaccurate velocity meas-
urement (caused by quantization noise), the limited bandwidth
of feedback control, and the insufficient friction compensation.
In this study, firstly, the elastic deformation characteristics of
the system are analyzed. It is obtained that the mechanical de-
formation characteristic of the system in high accelera-
tion/deceleration differs from the deformation characteristic in
low acceleration/deceleration, and therefore friction compensa-
tion should take the motion conditions into account. Based on

this observation, a simple friction compensation model and the
compensation proposed  for
tion/deceleration motions in zero-speed region including the
non-reverse motions. Additionally, a friction compensation

law are low accelera-

strategy for high acceleration/deceleration reverse motions is
presented by taking into account of both the elastic deformation
and nonlinear friction. The proposed methods can save much
trouble in design and maintenance, and are particularly suitable
for control purposes.

All the proposed methods are examined and verified by using
real motion systems. Their outstanding effectiveness on im-
proving the control performance shows that the proposed meth-
ods are not only developed from the theoretical considerations,
but also very useful and practical in real situations.

Owe to the rapidly development in industry fields, low-cost
and high-precision control systems will be increasingly de-
manded for improving the productivity and product quality.
Therefore, authors believe that the proposed methods in this
dissertation will attract increasing attention not only for their
theoretical novelty but also for the easy-to-use properties.
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MEG Study on Abnormal Development of
Brain Network in  Autism Children
By Duan Fang

This thesis studies the brain network of children with autism
spectrum disorder (ASD).
data were recorded to analyze the brain function due
characteristics friendly with children. Popular research tech-
nique in brain network analysis, namely graph theory, is intro-

Magnetoencephalography (MEG)
to its

duced to study the network development of ASD children. Our
focus is to find insight by the graph indices of brain graphs to
understand the development tendency of functional networks of
ASD children. The artifacts removal method for obtaining high
quality MEG data is shown in Chapter 2. After that, the brain
graphs of broadband MEG of ASD and typically developing
(TD) children are compared in Chapter 3-5. The Kaufman As-
sessment Battery for Children (K-ABC) is employed as a cogni-
tive performance index to describe the network development. In
Chapter 3, network level analysis is performed on TD children
and finds a baseline of network development viewed in our free
video watching task. In Chapter 4, the atypical network devel-
opment of ASD children in the frontal area is observed by nodal
and edge level indices. We propose a cross area index in Chap-
ter 5 to describe the sub-graph interaction in the whole graph.
By the cross area index, we interpret how strongly the whole
graph can disturb the sub-graph interaction. In Chapter 6, we
apply the network, area, nodal and edge level indices on the
band-passed MEG data to search the atypical network develop-
ment rhythms based on the reference of the simultaneous pro-
cessing scale that is one of the K-ABC scales. In Chapter 7, we



employ the characteristics of brain graph of ASD which were
found in previous chapters as neuromarkers to classify ASD and
TD children. We find that these neuromarkers can assist the
diagnosis of ASD.

MEMSHZEAZTTYTILDTISA
W24 L2 CHICEET 5K

A2S.

5 OIEA
A Study on MEMS Reconfigurable Metamaterial
for Terahertz Filter Applications
By Zhengli Han

This work deals with a study on MEMS reconfigurable met-
amaterial for terahertz filter applications. A novel MEMS recon-
figurable metamaterial have been proposed and demonstrated on
a low loss quartz substrate for tunable terahertz band stop filter
applications. The designed structure implements a reconfiguring
RF-MEMS (radio frequency — micro electro mechanical sys-
tems) capacitor embedded within each split ring resonator
(SRR). By electrostatically controlling the suspension height of
the RF-MEMS cantilever structures, meanwhile the capacitance
within the SRR, the tunable ability for the SRR resonance and
thus the terahertz transmission of metamaterial device was con-
trolled. Since a high transmission and low loss material of
quartz was used as substrate, the device further shows a te-
rahertz switch with high contrast ratio at the frequencies of the
SRR resonance, which presents a potential prospect for high
efficiency transmission terahertz device, such as Fresnel zone
plate.

Chapter 1 reports the introduction of this work from the tuna-
ble terahertz metamaterial view. Usually, metamaterial is com-
posed by two-dimensional array of metallic micro or nanoscopic
structures much smaller than the wavelength, for instance the
SRR, on a dielectric or semiconductor substrate to form a func-
tional material or device. The main benefit of metamaterial is in
the ability to tailor electromagnetic wave propagation from the
designed structures rather than the material composition from
nature. Most natural materials inherently have very small elec-
tromagnetic interaction with terahertz light in the frequency
range between 100 GHz and 10 THz, resulting in the lack of
functional device, where metamaterial as a promise candidate
shows the ability to control terahertz wave propagation. Recent
studies have reported the realization of terahertz wavelength
modulator and filter based on the tunable terahertz metamterial
by using voltage, photo excitation, temperature, and magnetic
field. On the other hand, geometry reconfiguration of SRR pat-
tern by using micro electro mechanical system (MEMS) tech-
nique shows dramatic changing in the transmission performance
of metamateiral devices. In this work, we demonstrate a novel
MEMS reconfigurable metamaterial on a low loss quartz sub-
strate for terahertz filter applications.

Chapter 2 deals with the device design and simulation with a
commercial software package, High Frequency Structure Simu-
lator (HFSS). The square SRR pattern is formed on a fused
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quartz wafer (thickness 300 um). In the center of SRR lattice, a
cantilever together with a disk made of gold and silicon oxide
layered structure is suspended over an air gap above the bottom
disk with bilayer composition of gold and silicon oxide, thereby
forming the MEMS capacitor within the SRR. Other parts of
SRR metallic pattern also work as the feed electrodes for the
MEMS capacitor, where a design of DC/RF decoupling struc-
ture was used.

The resonance tunability of the SRR can be achieved by con-
trolling the cantilever suspension height above the bottom disk,
associated with changing the capacitance within SRR. When
applying voltage to the two electrodes beyond the pull-in volt-
age, the suspended disk will be brought down into contact with
the bottom disk, where insulator layers of SiO2 with both the
top disk and the bottom disk become laminated between the two
metal electrodes, avoiding the electrical short circuit. Conse-
quently, the closed air gap increases the capacitance of the SRR
compared with the original OFF-state, resulting in a lower res-
onant frequency for the ON-state. Therefore a tunable terahertz
band stop filter for particular frequencies is obtained from the
tuning transmission spectrum. At particular frequency, the spec-
trum also suggests a switch with high contrast ratio.

Chapter 3 deals with the manufacture process of the MEMS
reconfigurable SRRs by the surface micromachining technique.
The procedure with
10-nm-chromium (Cr) / 220-nm-gold (Au) / 10-nm-chromium
three stacked layers on quartz wafer. After the bottom electrode
patterning by normal photolithography and wet etching, a thin

fabrication begins sputtering

layer silicon oxide (SiO2 200nm) is sputtered on the wafer for
the purpose of avoiding electrical short circuit during MEMS
actuation. After that, a 2 um photoresist as sacrificial layer is
spin coated and patterned by photolithography. Next, the top
structure layers of SiO2 / Cr/ Au (240 nm / 10 nm / 230 nm) are
sputtered sequentially on the device and followed by wet pat-
terning. Finally, the sacrificial photoresist was removed by ox-
ygen (02) ashing to finish the fabrication of SRR device. The
scanning electron microscope (SEM) images of the developed
device showed that the SRR cantilever tilted up a little after
releasing, which we thought it was due to the residual stress.

Chapter 4 reports the mechanical and terahertz characteristic of

the developed MEMS SRR array.
Laser Doppler Vibrometer (LDV) was used to quantitively in-
vestigate the SRR cantilever’s mechanical performance. The
MEMS drive voltage with triangle wave at a frequency of 1 kHz
and a peak oft40 V was applied through the lateral connections
to each parallel disk of a test element group (TEG) of 4 x 4
MEMS-SRR array. Electrostatic pull-in motion of the cantilever
was found at a voltage of £33.5 V. The cantilever remained in
contact with the bottom electrode until the voltage was lowered
to 1 V, after which the cantilever was released to the damped
oscillation.

Terahertz transmission performance was characterized by te-
rahertz time domain spectroscopy (THz-TDS). The SRRs have
an array of 60x60, in an area of 6mmx6mm, where the terahertz
wave with a beam waist smaller than Smm encounter the device
area with a proper holder. For the ON-sate, we used a symmetric



square wave voltage with a frequency of 1 kHz and amplitude
of £35 V to pull the SRR cantilever array down to contact with
the bottom disk. After the ON-state measuring, on the other
hand, no voltage was applied to the MEMS-SRR array during
the TDS measurement for the OFF-state. Both transmission
spectra of the ON-state and OFF-state were normalized with the
air reference. The HFSS simulation results matched well with
the measurement results. Therefore a tunable terahertz
band-stop filter was demonstrated. It is worthy to point out that
the MEMS SRR device also worked as a high contrast ratio
terahertz switch at the resonant frequencies both for SRR
ON-state and OFF-state, which is an advantage compared with
the conventional tunable terahertz metamaterial devices.

Chapter 5 discusses the key points during experiments and the
originality and contribution of this work. The developed SRR
cantilevers have issues of stiction, charge up, etc., which were
solved by the optimization from the comparison of several can-
tilevers designed in different structure and size, together with
drive voltage actuation by using a shaped waveform. The
DC/RF decoupled structure was discussed from the SRR work-
ing principle with the fundamental electromagnetic coupling to
a metallic pattern. Based on the independent properties of SRR,
the influence of the device yield on the terahertz performance
was also discussed.

Chapter 6 summarizes this work and proposes the related fu-
ture research on terahertz optic components. In conclusion, we
proposed and demonstrated a novel MEMS reconfigurable
metamaterial on a low loss quartz substrate for tunable terahertz
band stop filter and terahertz switch applications. Based on the
high contrast ratio terahertz switch at SRR resonant frequencies,
it presents a potential prospect for high performance transmis-
sion terahertz device, such as Fresnel zone plate.
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Study on Tunneling Field-Effect Transistors with
Ge/Si Heterojunctions
By Kim Minsoo

In this thesis, tunnel field-effect transistors (TFETs) using
band-to-band tunneling are investigated as a prospective solu-
tion of low power applications. Device structures and fabrica-
tions processes are suggested to achieve the steep subthreshold
swing (SS) lower than 60 mV/dec which allow a supply voltage
reducing, i.e. power consumption scaling. Tunneling probability
of the TFET is strongly depends on the energy band gap of ma-
terials. narrow energy band gap materials (Ge, InAs...) have a
potential to obtain a large tunneling current than that of wide
energy band gap materials (Si, GaAs...). However, the tunneling
current at an off-state can be also enhanced by the increased
tunneling probability with narrow energy band gap materials.
Therefore, in this study, Ge and Si heterojunction TFETSs, which
can enhance the tunneling current at on-state due to the narrow
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energy band gap of Ge while suppressing the leakage tunneling
current at off-state due to wide energy band gap of Si, with sim-
ple structure are proposed and demonstrated. To enhance the
device performance, pure Ge-source and thin body sili-
con-on-insulator (SOI) substrates are used. Low power phos-
phorus ion implantation is investigated for drain formation for
thin body devices fabrication. Optimized 3 keV acceleration
energy with phosphorus ion dose of 5x1014 cm-2 is used.
Pure-Ge layer is successfully grown on drain-formed SOI sub-
strate by extremely low temperature MBE. To guarantee the
interface between Ge and Al203 gate oxide, ECR oxygen plas-
ma post oxidation is carried out. The uniform interface of
Ge/Al203 is confirmed by TEM images.

The effects of doping concentration of Ge-source on device
performances are investigated. Highly boron doped Ge/Si het-
erojunction device shows improved device performances than
those without boron doping. Although high on/off current ratio
of 6-orders of magnitude with the low leakage current and good
on current saturation are obtained, SS factor as high as 161
mV/dec.

The impact of the interface state density, which exist in both of
Ge/AI203 and Si/Al203 interfaces, on device performances
Ge/Si heterojunction TFETs are investigated. The low Dit val-
ues in the optimized Ge/Al203 interfaces are revealed by con-
ductance method using nGe MIS capacitors. The high Dit values
in the Si/AI203 interfaces decrease as the PMA temperature
increases, resulting in the improvement of on/off current ratio
and SS of Ge/Si TFETs. Fabricated TFET devices show high
on/off current ratio over 6 orders of magnitude and steep SS of
58 mV/dec are obtained after PMA at 400 oC. Through the
temperature dependence of I-V characteristics, it is confirmed
that the tunneling current is the dominant currents in present
devices. It is revealed that Dit between AI203 and Si in the
channel region of the present Ge/Si TFETs is a critical factor to
realize low SS and high on/off current ratio of the proposed
TFET structure and, thus, the proper thermal treatment is im-
portant for the enhancement of electrical properties.

Channel strain engineering effects on TFET’s performances are
investigated using different strain values in Si channel. Un-
strained Si and two kinds of different biaxial tensile strain with
0.8, 1.1 % Si substrates are used and the strain values are con-
firmed by Raman spectra. The high lon/loff ratio is obtained
after 400 oC PMA, which amounts to 4.4, 2.2 and 3.7x107 for
the unstrained, 0.8 and 1.1 % strained Ge/SOI TFETs, respec-
tively. Moreover, steep minimum SS (SSmin) of 55, 49 and 29
mV/dec at room temperature are obtained after 400 oC PMA for
the unstrained, 0.8 and 1.1 % strained Ge/SOI TFETs, respec-
tively. It is confirmed that strain engineered Ge/Si het-
ero-junction which has advantages of reduced effective energy
band gap (Eg.eff) shows high on/off current ratio with low
leakage current and steep SSmin. The dominant tunneling cur-
rent in device operation is confirmed by non-dependent temper-
ature and channel length properties.

The back bias effect on device performances of
Ge/sSOI(0.8 %) TFETs are investigated. It is found that the
device performances can be further improved with back biasing.



Steeper SSmin can be obtained by negative back biasing at
small VG region. However, the opposite direction of VB to VG
cause inefficient band bending of channel resulting in the de-
crease of drain current. With positive back bias voltage, signifi-
cant increase in lon and decrease averaged SS (SSavr) in middle
ID region are obtained. The improvement of drain current and
SSavr might be attributed to enhanced by gate electrostatics by
identical direction of positive VB as double gate operation.
However, the loff increases due to the increase in the ambipolar
current and this increase of the ambipolar current is attributable
from un-optimized drain junction and further improvement is
expected by process optimization.

The demonstrated Ge/Si hetero-junction TFETs with strain
channel show high Ion/Ioff ratio with steep SSmin and favora-
ble SSavr in comparison with other results.

Hence, in this study, we have confirmed the feasibility of Ge/Si
hetero-junction and strain engineering of channel on the en-
hancement of TFET performances.
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Human-friendliness of Robots in Human Envi-
ronments: Mobility, Manipulation, and Rehabil-

itation Perspectives
By Yunha Kim

This dissertation presents a novel definition, an evaluation cri-
terion, requirements, and design suggestions for the hu-
man-friendliness of robots of the immediate future in human
environments, from mobility, manipulation, and rehabilitation
perspectives. Securing human-friendliness is an essential pre-
requisite for the realization of the human-robot coexisting soci-
ety.

With cutting-edge technologies being implemented, robots
have increasingly been commercialized and launched onto the
market. The demands for robots, who can help, for example,
clean the house, communicate with people, carry heavy things,
and work in dangerous environments with or instead of humans,
are expected to increase rapidly in the immediate future, given
the fact that the average population of many societies is getting
old, and the working conditions and perimeters of human activi-
ties are changing and expanding.

These robots of the near future greatly differ from the ones that
we have known so far in terms of that they share the same time
and space with humans, and continuously interact with them in
physical, psychological, or other ways. As they are coming into
our society, guidelines regarding safety for robots and ourselves
must be set to prevent problems of any kind. However, the main
stream of the robot research and development has been mostly
focused on, and dedicated to improving the performance of the
conventional robots. Consequently, most endeavor has been
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given to making robots stiffer, faster, more efficient, more pre-
cise, and more robust, while paying relatively little attention to
the human-friendliness of robots.

Ever since Asimov first devised the Three Laws of Robotics in
1942, the guidelines regarding human-robot relationship have
been discussed and amended over the last seventy years in soci-
ological domains. And finally in 2006, the British government
sponsored a speculative paper suggesting that robots one day
might demand equal rights to humans, which marked the first
government-level action on the issue. In the following year, also
the government of the Republic of Korea came to announcing
that it would draft a Robot Ethics Charter to address and prevent
“'robot abuse of humans and human abuse of robots." However,
in contrast to the development of the argument in sociological
domains, the discourse concerned with human-robot interactions
and safety in the engineering domain still stays local and in its
infancy.

To our relief, recently in 2014, a new international standard
(ISO) governing the safety issues of the service robots has been
published to catch up with the changes of demands and expecta-
tions. However, it is no more than setting a foundational guide-
line in human-robot interactions, barely mentioning that *“robots
should be inherently safe." One can also find a few research
works on the issue only to find that each of them postulates
different conditions and concepts, and that the discourse has not
reached any consensus yet, despite its importance. That being
said, now it is timely and significant to address how robots
should treat humans and vice versa -- the human-friendliness of
robots in engineering terms.

A wide spectrum of issues involving robots' body and mind has
to be addressed for safe and dependable human-robot interac-
tions. Among many, in this dissertation, the body components
which involve robot design and control, concerned with the
physical portion of the interactions, are mainly focused on and
dealt with, based on the fact that the supreme priority falls on
the physical aspects of the safety. And the principle that this
dissertation makes is simple and clear: "Robots have to be
compliant."

In this work, the human-friendliness of robots is newly defined
by adopting the concept of the lumped compliance. Then, a
criterion to evaluate the human-friendliness is formulated. And
while answering the questions such as how should robots be
designed, how should they be controlled, and what human as-
pects should be considered, the requirements and suggestions
that lead to improvements of the human-friendliness are pro-
vided and verified theoretically and experimentally. Three la-
boratory-made robots are used for the experiments, to postulate,
respectively, mobility, manipulation, and rehabilitation, which
form the basis of most of the robotic applications we expect to
face in the near future.

In Chapter 1, an overview of the history involving robots and
humankind is given. From the overview, the relationship be-
tween humans and robots and, the trends in it with regard to the
physical distance and interactions are explained. Based on the
aspects of the change and the forecast demands and expectations,
we will see the problems that we are facing now in preparation



for the human-robot coexisting society, where we find the mo-
tivation and justification of this work. Based on it, three robotic
applications are introduced in the following three chapters, to
specify the requirements and conditions that robots of the near
future should meet, and eventually to draw a conclusive philos-
ophy in Chapter 5.

Firstly in Chapter 2, a future mobility platform, CIMEYV, is in-
troduced. By adopting compliant mechanical elements -- caster
wheels here -- in the system, it is clearly shown that the lumped
compliance (the human-friendliness) of the whole robot im-
proves. In addition, it is also shown that introducing compliant
control algorithms, such as a disturbance observer, helps robots
to perceive and adapt themselves to the changes of the sur-
rounding environments. Moreover, mobile robots working in
human environments are required to have high maneuverability
and controllability, which are realized by utilizing the character-
istics of caster wheels in CIMEV.

In Chapter 3, biologically inspired manipulators, including
JUMPBIE, are introduced. The systems' high compliance, that
animal's musculo-skeletal structures (in this dissertation, to be
specific, the bi-articular muscles) provide, enables safe and
human-/environment-friendly motion in robot manipulation.
The homogeneity in stiffness distribution and output force
characteristics of the bi-articular actuation helps to improve the
performance of the robots in human environments. It is also
shown that the use of compliant mechanical elements (springs,
here) also helps to enhance the human-friendliness of robot
manipulators.

In Chapter 4, a novel type exoskeleton for rehabilitation,
H-FEX, is introduced after a thorough consideration on the hu-
man bio-mechanical characteristics. Based on a study on human
body kinematics and muscle activation, a novel algorithm to
estimate the muscle group activation rates during gait is formu-
lated. Then, the estimation result leads us to the implementation
of an advanced design and control for exoskeletons for rehabili-
tation, by specifying the deteriorated muscle groups, where to
assist. Moreover, the viscoelastic characteristics of human mus-
cles opens a way to the extensive use of springs and dampers,
which eventually enhance the human-friendliness of the devices.

In Chapter 5, based on the findings and observations from the
robotic applications introduced in the previous chapters, a novel
definition and a criterion are formulated to tell how hu-
man-friendly a robot is. The new definition of hu-
man-friendliness, in this dissertation, adopts the concept of the
lumped compliance, whose derivation and application methods
are also elaborated. Then, the design requirements and sugges-
tions for enhancing the human-friendliness are provided both
hardware-wise and software-wise, which are implemented in
designing and controlling the robots introduced in Chapter 2, 3,
and 4.

Finally in Chapter 6, the findings and contributions of this
work and, some open issues for future work are explained and
discussed.

Now we are entering a new era of the human-robot coexistence.

Many robotic applications are working together with us already,
and in the immediate future, we will see many more robots
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sharing our daily lives together with us. In this dissertation,
robots' human-friendliness itself is extensively studied. A novel
definition of it, requirements for it, and suggestions to enhance
it are given, and they are backed by theoretical and experimental
verifications using laboratory-made robots, from mobility, ma-
nipulation, and rehabilitation perspectives. Regarding that those
three applications are the basis for most robotic systems, the
findings and suggestions provided in this work must be helpful
and inspiring the next "human-friendly' robots of the future.
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Route Guidance System for Reducing Travelling
Time by Personalized Rerouting of Vehicles in

Urban Road Trac Network
By Liang Zilu

A28.

Urban road traffic congestion has been a severe problem for
years. This research proposes a novel preventive route guidance
system (RGS) with personalized rerouting to tackle the problem
of traffic congestion in urban areas. The mechanism of the pro-
posed RGS is to provide route guidance to drivers when traffic
congestion is predicted, and differentiate the route guidance that
is given to vehicles to prevent triggering secondary congestion
on detour routes. Three major technical issues, i.e., short-term
traffic amount prediction, average speed estimation, and vehicle
ranking, are addressed in this research in order to achieve the
final goal of reducing average travel time. Firstly two urban
traffic amount prediction models and one average speed estima-
tion model are proposed based on a microscopic modeling ap-
proach, which are suitable for the studies in urban traffic net-
work and distinctly differ from existing models that are based
on a macroscopic modeling approach. Real traffic data are used
to evaluate the prediction or estimation accuracy of the pro-
posed models by comparing them with existing models. The
results demonstrate that both of the proposed traffic amount
prediction models significantly reduce prediction error by up to
52% and 30% in the best cases. The first model works better
when guidance update interval is not long, while the second one
demonstrate opposite feature. Therefore, the former is more
suitable for the proposed RGS and thus is used in the imple-
mentation of the proposed RGS afterwards. As to the travel
speed estimation model, it consistently leads to lower errors
than the widely used Greenshields' Model (GM). By properly
selecting the tuning parameter, the proposed model successfully
reduces estimation error by more than 50% in the studied urban
traffic network. On the other hand, the proposed model also
satisfies the practical requirement of speed estimation, as its
relative errors are constantly lower than 20%. Furthermore, it
was also noticed that GM had the tendency of overestimation,
especially when traffic amount on a link was high, which could



give a distorted picture of the traffic conditions. The proposed
speed estimation model is used in the implementation of the
proposed RGS, while the GM model is used by the existing
RGS that is taken as the baseline for comparison. In order to
effectively realize the personalized rerouting, the vehicles that
need to be rerouted should be ranked according to their potential
contribution to the reduction in average travel time. The vehi-
cles with higher ranking would be rerouted first and thus have
the chance to enjoy better alternative routes. Six ranking criteria
are proposed based on three categories of rationalities. The pro-
posed RGS is constructed with the proposed traffic amount
prediction model, the average speed estimation model, and a
ranking criterion implemented in corresponding module in the
system. The evaluation of the vehicle ranking was conducted in
line with the performance of the proposed RGS on the system
level, as the measures on the effectiveness of the ranking criteria
are also the measures of the systematic performance of the
whole RGS. The effect of tuning parameters, including conges-
tion threshold , selection level 1, and guidance update interval c,
are investigated first to decide the proper values for these pa-
rameters. The results show that =0:7,1=3, and ¢ =60 is a set
of proper values for the parameters in the studied scenario, as
they not only leads to satisfactory performance of the proposed
RGS in terms of reducing travel time, but also offer good trade
o among other potential benefit, such as travel distance and
rerouting frequency. It is also noticed that ranking vehicles ac-
cording to their distance to the destination generally yields good
outcome in all cases. With the above values of parameters and
the ranking criterion, the performance of the proposed RGS is
then compared to an existing one on both macroscopic and mi-
croscopic level. On the macroscopic level, the proposed RGS
not only successfully reduces the average travel time by 22%,
but also leads to shorter average travel length. In addition, 40 %
less vehicles are involved in rerouting in the proposed RGS, and
the average number of reroutings for each rerouted vehicles is
reduced from 6.8 times in the existing RGS to only 1.6 times in
the proposed one. Performance analysis on microscopic level
further indicates that the advantages of the proposed RGS over
the existing one may primarily come from the vehicles that are
rerouted in both RGS and the vehicles that are rerouted in the
existing RGS but not in the proposed one, which in total takes
up 77% of all the vehicles. It is also found that most of the re-
routed vehicles are benefited from the personalized rerouting in
the proposed RGS, especially if they would also have been re-
routed in the existing RGS. Some of the non-rerouted vehicles
in the proposed RGS are also benefited from the rerouting of
other vehicles, especially if they would have been rerouted in
the existing RGS. The travel time of each individual vehicle in
the proposed RGS is also compared to that of the same vehicle
if no route guidance is given. The results show that 77% of the
vehicles save travel time when they follow the personalized
route guidance, and in total 66% of the vehicles save more than
half of their travel time. In other words, among all the vehicles
that save travel time, 85% of them in fact save more than half of
their travel time. The personalized route guidance also has
strong impact on the distribution of travel time of all vehicles in
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the traffic network. Compared to the distribution of travel time
in the case where no guidance is given, the distribution of travel
time in the proposed RGS is more centered to the left, which
means that if a driver follows the personalized route guidance
received, there is high probability of spending less time travel-
ing and arriving earlier to the destination. This benefit may give
incentive to drivers to comply with the personalized guidance
that they receive from the proposed RGS.
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Automatic Verification and Testing for Software
with Multiple Versions -- Improving Software
Quality in the Era of Multiple Versions --

By Lei Ma

The verification and testing of software systems to improve the
software quality are two major significant activities in the soft-
ware development cycle. However, while their significance is
widely known, it is also known that they occupy large parts of
the cost in software development and maintenance. A software
system has to be continuously changed to increase its function-
alities, to fix bugs, and to adapt to new requirements over its
lifecycle. Such changes are released as a series of updated soft-
ware versions that share many commonalities among multiple
versions. As the wide adoption of revision control system,
Software Product Lines, more and more similar version variants
are produced. This brings new challenges for conventional veri-
fication and testing techniques, which are only able to analyze
one single version.

Separate verification and testing for each individual version
would cause many redundancies in analyzing the same code.
The results from separate analysis processes are also difficult to
be Sharing common
knowledge is important to improve the overall analysis results

shared among multiple versions.

and achieve better quality assurance guarantee such as code
coverage. Therefore, there is a strong demand to create and
design novel verification and testing techniques for multiple
versions, improving the overall quality guarantee for all ver-
sions efficiently. However, the simultaneous analysis of multiple
versions is inherently challenging, especially for managed lan-
guages like Java, and platforms designed to handle a single
version.

In this thesis, we first propose a general framework project
centralization to manage multiple versions. Project centraliza-
tion shares commonalities of multiple versions as much as pos-
sible while preserving the behaviors of each version. We for-
malize the version conflict problem and propose a graph repre-
sentation for all versions of products under analysis. Based on
this representation, we transform the project centralization
problem into a graph-coloring problem, where existing solutions



can be applied to calculate both the optimal and near-optimal
solutions. We implement our differently proposed techniques
and compare their effectiveness in code sharing. We can con-
clude that our proposed heuristic algorithm is both efficient and
effective to calculate the near optimal solution. Based on this
framework, we perform consecutive of studies, implement many
software verification and testing tool chains, and show that our
tools are useful for improving software quality and correctness
of general multiple version software.

Distributed systems are typical complicated software examples
that are operated with multiple versions. Based on project cen-
tralization, we further propose process centralization techniques
for such challenging software quality assurance, where large
combinational states, interactive network communications, and
concurrency are involved. With combined project centralization
and process centralization approaches, we have successfully
verified some practical distributed applications with multiple
versions, demonstrating the effectiveness of our technique in
revealing bugs that are unable to be detected by using existing
techniques.

In additional to verification, testing is also a major approach
for detecting software defects and improving software quality.
Among various testing techniques, random testing is easy to use,
robust and scalable. It has been proved to be useful in finding
bugs and improving software quality. However, conventional
random testing techniques suffer from low code coverage. They
only support to handle a single product. We propose a novel
program analysis enhanced testing approach and a centralization
based approach for multiple products with different versions.

Our program analysis enhanced random testing technique au-
tomatically performs program analysis on the software under
test to extract domain knowledge to guide testing. It combined
both static analysis and run-time guidance for testing. Our de-
sign and implementation outperform the current most advanced
fully automatic random testing tool Randoop after many strict
and thorough evaluations on more than 30 widely used bench-
marks and by researchers on the collection products inside
Software Competence Center Hagenberg. To support the auto-
matic testing for multiple versions, we further refine our project
centralization to the method-level and design novel testing
strategies for multiple versions. Our techniques on real-world
benchmarks demonstrate that the reuse of analysis results can
improve the overall performance.

In summary, this thesis focuses on the issues to improve soft-
ware quality, specifically on proposing novel techniques for the
management, verification and testing multiple versions in the
era of many coexisted version variants.

We summarize the main achievements of our proposed concepts,
techniques and implementations from our consecutive studies
on the management, verification and testing to improve software
quality for multiple versions. Our work successfully makes
steps further and solves important problems for multiple version
related analysis: (1) manage multiple version variants, sharing
common code while preserving the behavior of each version. (2)
The verification of distributed application, with multiple version
coexisted and running on multiple peers. (3) Improving auto-
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matic testing techniques and design novel testing approach for
multiple versions.
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Stokes Vector Based Polarimetric SAR Land
Classication
By Shang Fang

Imaging radar has established itself as a capable and indispen-
sable earth remote sensing instrument in the past two decades.
At present, synthetic aperture radar (SAR) is intrinsically the
only viable and practical imaging radar technique to achieve
high spatial resolution. Fully polarimetric SAR (PoISAR) col-
lects the full information of scattering matrix (HH, HV, VH, and
VV) at every observed pixel. It is widely used in land classifica-
tion fields.

Conventional classification algorithms for fully PolSAR data
focus on analysis parameters for targets, such as scattering (S)
matrix and coherency/covariance (C/T) matrix. Among these
methods, the C/T based methods are the most active ones, since
C/T matrix carries the important depolarization information of
the targets. Although, the C/T matrix based classification meth-
ods are effective in many cases, there are still two main factors
restricting their performances. Firstly, the C/T matrix is a pa-
rameter for target, not for scatted wave. It means that, partially
polarized scattered wave information actually cannot be ex-
tracted physically from C/T matrix. To represent such depolari-
zation information, in model-based decomposition methods,
researchers introduce a volume scattering model. The expres-
sion of the model is switched according to the values of practi-
cal data to ensure high adaptability for various land situations.
Nevertheless, depolarization phenomenon is caused in so many
cases that finite number of volume models are not enough for all
the situations. Then, sometimes, the depolarization information
cannot be reasonably estimated. Secondly, In C/T matrix based
decompositions, the averaged scattering mechanism described
by the C/T matrix is decomposed as the sum of several elements.
Such decomposition processes can hardly be unique, complete,
and physical, simultaneously. For example, the H/A/a decom-
position, a mathematical process, uniquely and completely de-
compose the T matrix. However, the decomposition results are
not convenient to understand in physical way. On the contrary,
the model-based decompositions, physical processes, decom-
pose the T/C matrix into several elements corresponding to
physical scattering models. However, since the models are not
totally independent, such physical decomposition processes are
usually not unique or complete.

Based on these considerations, developing an advanced algo-
rithm which can use fully PoISAR data more sufficiently and
effectively is a necessary topic. In this thesis, we propose Stokes
vector based PolSAR land classification algorithms. Different
from conventional ones, the proposed algorithm focus on the



analysis parameters for scattered wave, the Stokes vector, di-
rectly. It is more powerful for dealing with the generally exist-
ing depolarization information. Therefore, the proposed algo-
rithms have higher classification performance.

Firstly, we proposed the method of analyzing the averaged
Stokes vector for PolISAR data. We show that the averaged
Stokes vector can be calculate from PolSAR data. To calculate
the averaged Stokes vector, certain polarization state of the in-
cident wave needs to be supposed. With the change of the po-
larization states of the incident wave, we can have different
averaged Stokes vector. By employing the Born-Wolf wave
decomposition, the averaged Stokes vector can be expressed by
three independent physical components: the total scattered in-
tensity, the degree of polarization, and the completely polarized
wave component. To illustrate the features of the three compo-
nents, we observe the three components for a sample window of
PolSAR data. The total scattered intensity and the degree of
polarization are scalars varying with the polarization state of the
incident wave, whereas the completely polarized wave compo-
nent is a 3x1 vector varying with the polarization state of the
incident wave. We can select special values, such as the maxi-
mum and the minimum values, of the scalar components to
construct discriminators for classification. However, the appli-
cation of the vector component is difficult. Then, the application
method of the completely polarized wave component has been
proposed. The completely polarized wave component can be
expressed as a point on the Poincare sphere. With the change of
the polarization state of the incident wave, the points will cover
the whole Poincare sphere. Two special routes are selected to
express the features. They are the zero orientation route and the
zero aperture route. We prove that these two routes can be ap-
proximated by the ideal routes, and have observed the ideal
routes for several typical geometries of targets. To make the
principle of the Stokes vector based PoISAR land classification
clear, we discuss the relationship and difference between the
averaged Stokes vector and other widely used parameters. We
show that, the averaged Stokes vector takes much more infor-
mation than conventional C/T matrix. Especially, it is more
powerful for dealing with generally existing depolarization
phenomenon. Moreover, our averaged Stokes vector based pro-
cess is very different from the Co/X-polarization power based
process.

Secondly, based on the analysis of the three components of the
averaged Stokes vector, we propose supervised Stokes vector
based PoISAR land classification algorithm. The total scattered
intensity is very sensitive to topography. This feature may cause
difficulties in classifying the targets correctly. Especially, in a
supervised process. Therefore, in this supervised algorithm, we
temporarily ignore the total scatted intensity component, and
construct analysis parameters by only degree of polarization and
completely polarized wave components. By representing the
Stokes vector on/in the Poincare sphere geometrically, we con-
struct two analysis parameters to describe the feature of a pixel
in test area. They are, the position vector showing the averaged
polarization state, and the variation vector presenting the polar-
ization-state fluctuation in a small area centered on the pixel.

26

We name the position vector and the variation vector together
the Poincare sphere parameters. For analyzing the Poincare
sphere parameres, we employ neural networks. The neural net-
works have high capability on dealing with fluctuation data.
Moreover, they are very effective on the fusion of different
types of analysis parameters. Because of the fluctuation of the
Poincare sphere parameters and the fusion requirement of the
position and variation vectors, the neural networks are expected
to be a suitable analyzing tool. Using a real-valued feedforward
neural network, we obtained successful classification results.
Considering the multi-dimensional feature of the Poincare
sphere parameters and the fact that, for the phase-sensitive re-
mote sensing systems, the performance can be improved by
employing complex-valued neural networks, we expect that the
result of the classification in Poincare-sphere-parameter space
can be also improved by using higher dimensional algorithms.
With this idea, we use quaternion feedforward neural network.
In experiments, we train the neural network with a set of teach-
ing data for lake, grass, forest and town areas selected from the
Fujisusono area. Then, by using the trained neural network, we
generate successful classification results not only for the Fu-
jisusono area, but also other test areas, such as the Suruga Bay
area. In comparison with C/T matrix based methods, the pro-
posed method has higher classification performance, especially
on detecting forest and town areas. Moreover, the method is
sensitive only to the polarization state of the reflected wave.
Then, the result is not influenced by height information. With
these advantages, the proposed classification method can,
therefore, be used for complicated terrains.

Thirdly, we proposed unsupervised Stokes vector based Pol-
SAR land classification algorithm. Unsupervised methods pro-
vide automatically interpretation for PolSAR data. However,
strictly speaking, they are not complete classification processes.
Therefore, for unsupervised algorithm, a more appropriate word
interpretation is used instead of classification. We propose a
method to extract discriminators from the averaged Stokes vec-
tor. Actually, we can have many different discriminators. In the
proposed algorithm, we select five important ones for use. They
are averaged intensity, averaged degree of polarization, perime-
ter degree, inclination degree, and arc asymmetry degree. The
first two discriminators describe the averaging value of total
scattered intensity component and degree of polarization com-
ponent. The last three discriminators present the spatial attitude
of the zero orientation and zero aperture routes of completely
polarized wave component. Then, based on the extracted dis-
criminators, we have built four physical interpretation layers
with ascending priorities: the basic layer, the low coherence
targets layer, the man-made targets layer, and the low back scat-
tering targets layer. The four layers together finally serve as the
interpretation result of PolISAR data. In each layer, we focus
only on targets with one certain physical feature. The infor-
mation provided in each layer has unequal priority. The four
layers together are already the interpretation results which can
be used in the further classification process. Moreover, we can
generate an intuitive final image by stacking the four layers
according to priority order. A layer with higher priority is



stacked on a layer with lower priority. We can find that, if a
pixel is identified (colored) on several layers, the color in an
upper layer will cover the color in a lower layer. It means that,
only the information with highest priority is shown in final im-
age. In this way, we obtain final interpretation image for Suruga
bay Area. We also test the performance of the proposed unsu-
pervised algorithm for Ebetsu city area and Tokyo harbor area.
The results show that the proposed method has high interpreta-
tion performance, especially for skew aligned or randomly dis-
tributed man-made targets as well as isolated man-made targets.
The origin of the strength of the proposed method for detecting
man-made targets lies in the fact that it focuses on target struc-
tures rather than only scattering mechanisms themselves.

Finally, we briefly discuss the method of using Stokes vector
for PolInSAR system. We show that, the Stokes vector can be
also introduced into PolInSAR system to improve the perfor-
mance.

In summary, in this thesis, a new classification algorithm sys-
tem for fully PolSAR data is construct based on the Stokes vec-
tor. The proposed algorithms have high classification perfor-
mance.
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High Performance Solid-State Storage Systems
with Memory-Aware Software Design
By Chao Sun

The market of the solid-state drives (SSDs) is expanding due to
SSDs’ higher performance and endurance while lower power
consumption, compared with the hard disk drives (HDDs). The
continuously decreasing cost of the NAND flash memory,
thanks to the scaling and multi-bit technologies, is another key
driving force. Since there is no seek time for the data access in
SSDs, the read performance of the SSDs is higher than HDDs.
Moreover, SSDs also have a significant sequential write per-
due to the
“erase-before-write” characteristics and endurance problems of
the NAND flash memory, the SSDs have little or even no ad-
vantage in random write performance than the HDDs. Therefore,
the SSD write performance should be improved.

formance advantage over HDDs. However,

In this dissertation, research is carried out to improve the SSD
performance and endurance, reduce its energy consumption and
cost. The solution is the memory-aware design in the storage
stacks, including the memory device layer, flash translation
layer (FTL), operating system (OS, kernel) layer and the appli-
cation layer.

In the memory device layer, the design guidelines of the stor-
age class memory (SCM) and NAND flash memory are provid-
ed for the proposed three-dimensional through-silicon-via
(TSV) SCM/NAND flash hybrid SSD (Hybrid SSD). From the
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experimental results, the required SCM capacity will be de-
pendent on the application speed requirement, workload char-
acteristics, data management algorithms like SCM wear leveling
and SCM latency parameters. Strategies to configure the re-
quired SCM and NAND flash capacities are presented to
achieve the low cost. In addition, the SCM chip design exam-
ples are provided, which meets the system speed requirement
with a low SCM chip cost. Lastly, the sensitivity of the NAND
flash organization, block and page sizes, on the system perfor-
mance is discussed.

In the FTL, a write cache buffer replacement algorithm, cold
data eviction (CDE), is proposed for the Hybrid SSD. According
to a 50 ns HfO2 ReRAM measurement results, the NAND like
interface (I/F) is proposed for ReRAM. Frequently accessed
(hot) data and random data are stored in ReRAM, which reduces
the data traffic to the NAND flash and decreases the SSD data
fragmentation issue. When ReRAM is almost full, the CDE
algorithm aggregates and evicts the cold and less fragmented
data to the NAND flash memory. Then the ReRAM space can
be reclaimed for the new writes. Combined with the page-level
address mapping scheme, 12.6-times performance improvement,
92.8% energy consumption reduction and 9.7-times endurance
enhancement are achieved for the financial application.

In the OS layer, a NAND flash aware middleware, LBA scram-
bler, is proposed to improve the SSD performance by minimiz-
ing the garbage collection (GC) overhead, which is the bottle-
neck of the SSD random write performance due to many
page-copy operations. The concept of the LBA scrambler is to
intentionally write data to the fragmented pages in the next erase
block. As a result, the page-copy overhead can be minimized. To
achieve this, the recommended writing page information is sent
from the SSD controller to the LBA scrambler. With these hints,
the LBA scrambler maps the logical block address (LBA) from
the write requests to the scrambler LBA (SLBA) and send the
new write requests with SLBA to the SSD controller. With the
LBA 17%-400%
23%-60% energy consumption reduction and 9%-55% endur-
ance enhancement are achieved. The SSD issues due to the una-

scrambler, performance improvement,

ligned writes are eliminated as well.

Moreover, since file system (FS) in the OS manages the file
storage and access, the effect of the FS on the SSD performance
is evaluated. By analyzing the SSD workload characteristics
under different FSs, it is proved that the success of NAND flash
aware FSs in improving the SSD performance is realized by
grouping the random writes into sequential and reducing the
metadata updates. The proposed middleware LBA scrambler
presents the effectiveness to improve the SSD performance even
for the NAND flash aware FS.

In the application layer, a storage engine assisted SSD
(SEA-SSD) is proposed for the database applications. It is based
on the idea that upper layer in the host contains more rich in-
formation of the data activity, which is useful for reducing the
GC overhead. By passing several hints from the SE to the SSD
controller, data with similar activity are identified, clustered and
aggregated the in the same block of the NAND flash. As a result,
maximum 24% SSD performance improvement, 16% energy



consumption reduction and 19% lifetime extension are

achieved.
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Terahertz spectroscopy of sublevel structures in
single self-assembled InAs quantum dots
By Ya Zhang

Terahertz (THz) wave is a powerful tool for exploring elec-
tronic properties of nanostructures. However, the long wave-
length of the radiation prohibits THz wave efficiently interact-
ing with nanostructures. We focus our work on THz spectros-
copy of single nanostructures, and aim at bringing a break-
through in the study of nanoscale physics. We have chosen
InAs self-assembled QDs as our research target due to their
unique properties and great interests in device applications. For
device applications, it is of great importance to precisely char-
acterize the electronic structures of InAs QDs and clarify the
interaction dynamics with THz electromagnetic wave through
THz spectroscopy.

For an introduction of the work, in Chapter 1, we reviewed
these important previous works. The electronic structures of
InAs QDs were extensively studied by interband photolumines-
cence and transport measurement. The research on THz spec-
troscopy of sublevel structures in InAs QDs is, however, still at
a preliminary stage. Due to the great mismatch between the size
of the QDs and the wavelength of THz radiation, the absorption
of THz wave by single QDs is extremely small. Both ensemble
QDs spectroscopy and single QDs spectroscopy by scanning
probe microscope suffered from broad linewidths and low sin-
gle-to-noise ratio, hindering detailed discussions on the physics
of intersublevel transitions. Therefore, in this work we try to
fill this gap, i.e., propose a novel method for THz spectroscopy
in single QDs and systematically study the intersublevel transi-
tions in InAs QDs.

In Chapter 2, we described the basic principles of single elec-
tron transistor (SET).
ing theory within the framework of the constant interaction
model.

We described the single electron tunnel-

Discussions on how to obtain the information on
sublevel structures and the charging energy from the Coulomb
stability diagram. Based on this, we discussed the photoexcita-
tion mechanism and the selection rule in the QD SET.

In Chapter 3, we first described how to use the SET geometry
to overcome the great mismatch between the size of the QDs
and the wavelength of the THz electromagnetic wave. We used
a solid immersion lens and the nanogaps electrodes integrated
with a bowtie antenna to tightly focus the THz field on a single
QD. By doing this, we can strongly enhance the effective THz
field on a single QD. The other problem is that the THz ab-
sorption by a single QD is too small to be measured. We did not
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perform the absorption/transmission measurements; instead, we
used the QD-SET itself as a THz detector. We detected the in-
tersublevel transition as THz-induced photocurrent in the SET.
Furthermore, we could vary the electron number in the QD by
using the backgate. Then, we described the sample preparation.
Particularly, we explained how to align a nanogap with antenna
on a single QD. We tried three different fabrication methods; i.
e., random fabrication, selected fabrication, and QDs mapping
fabrication. The first method has an advantage of protecting the
sample surface during the process. The second method has high
fabrication yield. The third allows us to select the individual
dot and achieve a high fabrication yield.

In Chapter 4, we presented the results of the THz photocurrent
measurements. When the QD-SET sample was illuminated by a
wideband THz radiation, an electron in the lower energy states
absorbs a THz photon and makes a transition to the upper ener-
gy state and, then, tunnels out to the electrodes. When an elec-
tron in the electrodes tunnels into the ground state, the QD-SET
returns to the initial state. This process is called “N,N-1 excita-
tion”. However, the photocurrent distribution with respect to the
Coulomb diamonds indicates that there is another mechanism
for the photocurrent generation, which allows the photocurrent
to flow even when the upper energy state is below the Fermi
levels of electrodes. The total energy calculation shows that,
after one electron is photoexcited to an upper sublevel, another
electron in the electrode can subsequently tunnel into the lower
empty state. Once the lower empty energy state is filled by an-
other electron, all the energy levels are pushed up by EC and the
photoexcited electron goes above the Fermi levels and tunnels
out, producing a photocurrent. During this photoexcitation
process, the electron number changes between N and N+1. Thus,
we call this process the “N,N+1 excitation”, which agrees with
the observed photocurrent distribution. For a deeper under-
standing of the photocurrent generation processes, we per-
formed numerical calculations with rate equations, and found
critical conditions for efficient photocurrent generation.

In Chapter 5, we presented the intersublevel transition spectra
measured in QD-SETs within the few-electron regime. We ob-
served sharp photocurrent peaks, whose linewidths are con-
When the
p shell is fully occupied, we observed rather simple photocur-
rent spectra induced by p,d/2s shell intersublevel transitions.
The selection rule for the intersublevel transition allows three

sistent with the tunnel coupling with the electrodes.

intersublevel transitions; namely, p-,d-, p-,2s, and p+,d+, re-
calling the fact that the THz electric field is polarized along the
direction of nanogap electrodes. Having this in mind, we de-
composed the observed photocurrent peak into three peaks
(p-,d-, p-,2s, and p+,d+) by numerical fitting. The intensity
change of photocurrent peaks with VG agrees with the numeri-
cal calculation, suggesting the different Coulomb repulsion
between the electrons in different energy states. However,
when the p shell is half filled, the photocurrent spectra exhibited
rather complicated behavior as a function the gate voltage, most
likely due to the fluctuation in electron configuration when the
empty p state is filled back from the electrode.

Furthermore, we measured the temperature dependence of the



intersublevel transition spectra. Surprisingly, even at 150 K, we
could observe the photocurrent spectra for the sublevel energy
spacing of about 13 meV. At low temperatures (< 30 K), the
linewidth shows a weak temperature dependence, while at high-
er temperatures (30-150 K), the linewidth increased rapidly with
increasing temperature. The linewidth broadening and the pho-
tocurrent reduction are most likely to result from the thermal
fluctuation of the electron population in the QD.

In Chapter 6, we performed THz spectroscopy on single
self-assembled InAs quantum dashes (QDHs) in the many elec-
tron regions. We observed large energy differences between
the excited state energies determined from THz spectra and that
from transport measurements. We discussed manybody effects
in the QD(H)-SETs. Electron-electron interactions give rise to
the energy splitting in the QD(H). The transport measurements
(i.e., Coulomb stability diagram) tend to measure the lowest
excited state, whereas the intersublevel transition spectroscopy
takes place only between the ground state and a specific excited
state allowed by the selection rule. Therefore, the excited states
determined from the stability diagram are systematically smaller
than those by the THz spectra. In the many electron regions, the
observation of multiple excited states is possible. From careful
comparison, we found, for almost every photocurrent peak in
the THz spectra measured on a QDH-SET, there was a corre-
sponding excited state in the Coulomb stability diagram.

In the last chapter of this dissertation, we summarized the
whole work in this thesis and also gave a comment on future
prospects. We systematically studied the intersublevel transition
spectra in single self-assembled QDs. We think the knowledge
we have obtained from this research will be useful for both de-
veloping devices and understanding fundamental physics. The
technology we developed for the coupling between THz wave
and single nm-scale structures may also be applied to other
fields, such as nano-chemistry, pharmaceutical science and even
molecular biology.
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Study on Threshold Voltage Shifts and Reliability
in PFETs by High-Voltage ON-State and
OFF-State Stress
By Nurul Ezaila Alias

In recent decades, electronics have made much progress thanks
to the scaling of silicon CMOS LSIs. Now dimensions of
state-of-the-art MOSFETs are already as small as tens of na-
nometers. The size of metal-oxide-semiconductor field effect
transistors (MOSFETs) in large scale integrated circuits (VLSI)
has been rapidly scaled down for more than forty years for
higher performance, lower power consumption, and higher inte-
In such scaled MOSFETs, the

gration. aggressively
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short-channel effects and variability have large impact on the
behavior of devices, and other problems are arising.

It is well known that the random variability is caused by the
statistical nature of dopant atoms in the transistor channel which
is called as random dopant fluctuation (RDF). The number and
position of impurity atoms in the channel depletion layer in
determining the Vth of the transistor is randomly distributed. It
is well known that the variability of transistor characteristics is
one of the most critical challenges in VLSI. In particular, the
instability in static random-access memory (SRAM) cells due to
the variability of individual transistors in the cells is known as a
serious problem that will prevent further device integration and
supply voltage lowering. Therefore, the analysis of cell unbal-
ances at the transistor level is needed for better understanding of
SRAM stability at low supply voltage (VDD) operation, which
leads to a severe yield loss of SRAM. The large variation leads
to the instability in SRAM cells. Hence, the suppression of this
large variation is strongly required in order to reduce the insta-
bility in SRAM cell. In particular, some of SRAM cells fail due
to cell unbalance caused by individual transistor variability.

Recently, a new concept of post-fabrication self-improvement
technique of SRAM cell stability has been demonstrated. The
self-improvement scheme in SRAM is used to improve cell
stability after chip fabrication. This technique simply applying
stress voltage to the VDD node, when VDD is raised to high
voltage, stronger pFETs is stressed by ON-state stress, [Vth| is
increased and selectively weakened by self-improvement
scheme indicating self-improvement mechanism works. On the
other hand, the weaker pFETs is stressed by OFF-state stress,
[Vth| s strengthened by
self-improvement favorable
self-improvement technique. As a result SRAM cell stability is

decreased and selectively

scheme  which s for
self-improved.

In this work, experimental study on |Vth| shift and reliability in
pFETs by high voltage ON-State and OFF-State Stress are in-
tensively investigated. Variability of [Vth| shift by ON-state and
OFF-state stress for post-fabrication SRAM cell stability
self-improvement technique is experimentally investigated. The
variability of |Vth| shift is controllable, with proper choice of
stress voltage and stress time, larger shift can be obtained with
less variability. Sigma variability does not depend on the stress
voltage nor stress time, but it depends on the average of [Vth|
shift. The magnitude of [Vth| shift in pFETs by high voltage
ON-state and OFF-state stress are also very important because
the magnitude of [Vth| shift is varies for different transistor.
Some transistor has large |Vth| shift and some transistor has
small |Vth| shift. The maginitude of [Vth| shift by high voltage
ON-state and OFF-state stress itself has variability. From the
experimental result, it shows that |Vth| shifts are process and
transistor size dependence.

In terms of reliability, recover behavior of |Vth| shift by
high-voltage ON-state and OFF-state stress under SRAM
self-improvement technique also an important issue. This is
because after stress application, |Vth| shifted, but after some
relaxation period, |Vth| shift tend to move back to its initial state,
but how much the [Vth| shift is recover and become permanent



part has been throughly discussed in this dissertation. Even
though there is a sudden recovery just after the stress is removed,
from long-time recovery measurements, it is found that the
permanent part (|Vth| shift) are certainly exist even after 2 to 3
months relaxation period. From the experimental results, it is
also newly found that [Vth| shift in pFETs by high voltage
ON-state and OFF-state stress for SRAM cell stability
self-improvement technique has no critical recovery issue.

One of the major concerns in SRAM self-improvement tech-
nique is the reliability issue. The transistors particularly pFETs
are stressed by high voltage, and, therefore, the reliability may
be degraded. Hence, the realiability measurements of pFETs
under the post-fabrication SRAM self-improvement technique
has been performed. NBTI degradation and NBTI lifetime esti-
mation of pFETs under this technique are compared with fresh
pFETs. It is found that although the NBTI lifetime of pFETs is
slightly shorthened by the application of self-improvement
technique, the lifetime difference is just a little, indicating the
self-improvement cheme has no critical issues in reliability.

In conclusion, the experimental study on [Vth| shift in pFETs
by ON-state and OFF-state stress for SRAM cell stability
self-improvement scheme have been investigated through this
study. The experimental results that have been obtained in this
dissertation show important information on the |Vth| shifts and
their variability behaviors in pFETs by high voltage ON-state
and OFF-state stress for post-fabrication SRAM cell stability
self-improvement scheme. It is found that the reliability of
pFETs under this technique has no critical reliability issue. This
is an important step for the realization of this self-improvement
technique. These measurement data provide clear device design
guidelines for the post-fabrication self-improvement scheme of
static random access memory (SRAM) cell stability.
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3D Geometric Modeling of Urban Structures in
World Geodetic Coordinates under Unstable
GPS Conditions
By Ashwani Kumar
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3D models are widely used in many computer vision and
computer graphics applications viz. digital preservation of her-
itage sites, geological survey, autonomous navigation and driv-
ing simulators in intelligent transport systems. Several methods
are employed for reconstruction of such models which scan 3D
structures with 3D scanners and align them into common coor-
dinate system. However, there are some issues which need to be
addressed for reconstruction of accurate large-scale 3D models.
Among all, issues of high computational cost and error accu-
mulation involved in alignment of huge number of range images
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are quite common in large-scale modeling. Another issue arises
when the application needs the 3D model to be aligned in world
coordinate system. Such an issue becomes even worse in urban
scenario because the accuracy of GPS is not sufficient for many
applications.

The work in this thesis handles the issue of computational cost
and error accumulation by aligning range images in local coor-
dinate system using a fast simultaneous alignment method. Sev-
eral partially overlapping scans of the structure to be modeled
are taken with a laser range scanner. A laser range scanner scans
the surrounding geometric environment as a point cloud with
coordinates of each point wrt. center of scanner. As each scan
has its coordinates in individual coordinate system, these scans
are brought into common coordinate system which is usually the
center of first scan using fast simultaneous alignment method.
As a result, a unified point cloud is obtained consisting of point
clouds from each scan.

The issue of global alignment into world coordinate system is
addressed by measuring world positions of scan centers using
GPS and removing outliers based on statistical inferences drawn
on confidence of GPS. The confidence of GPS is obtained using
information from GPS receiver as well as from range scans.
Several measurements are taken at each scan position to have
statistically significant data. The measurements having number
of visible satellites and their geometric dilution of precision less
than empirically chosen thresholds are discarded and k-means
clustering followed by inter-quartile range is used on rest of
measurements to obtain a set of inliers. As a result, a subset of
measurements is obtained as inliers at each scan position. Out of
all the scan positions, an optimal set of positions with high con-
fidence of GPS position estimation is chosen with RANSAC
like approach and Hill Climbing optimization. After obtaining
the optimum set of positions with high confidence of GPS ac-
curacy, 3D transformation is obtained between locally aligned
scan centers and their world positions as
squares solution using Levenberg-Marquardt algorithm. Global
adjustment of 3D model is done into world coordinate system
using estimated 3D transformation. Evaluation based on orien-
tation of building facades, positioning on aerial photos, world
distance between reference points and overlapping of neighbor-
ing regions etc. confirm the accuracy of global alignment.

Towards another independent approach, reflected GPS signals
are identified using 3D range scans and are excluded from posi-
tion estimation calculation because such signals create an addi-

non-linear least

tional path difference due to reflections leading to position es-
timation errors. A transformation between locally aligned scan
centers and their world positions obtained from refined GPS
positions is used for global adjustment of 3D model. 3D models
of huge structures in Hongo campus and Komaba-II campus of
The University of Tokyo have been reconstructed using the
proposed approach with coordinates of each structure in world
geodetic coordinate system. A significant improvement in global
alignment of reconstructed 3D model validates the applicability
and feasibility of proposed approach to 3D modeling under
unstable GPS conditions.
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Identifying and Summarizing Public Opinion to
Real-time Events Using Microblogs as Social
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Sensors
By Muhammad Asif Hossain Khan

Twitter has become an ideal platform for getting access to
first-hand responses from its users in real-time about various
social events, for example, popular public events such as Super
Bowl, Academy Awards, presidential debates etc., social move-
ments such Arab Spring, natural disasters such as earthquakes,
tsunamis etc., outburst of epidemics such as seasonal flu and so
on. With its 200 million monthly active users posting over 500
million tweets per day, Twitter offers a means to harness collec-
tive distributed opinion of the crowd regarding various social
issues. It is as though a huge network of social sensors have
been deployed, where individual sensors gets activated and
communicates with other sensors whenever it perceives some
social signals from the segment of the society where it is em-
bedded. However, the sheer volume of these real-time status
updates presents a great challenge in identifying, filtering, dis-
tilling and summarizing tweets pertinent to any particular event.
Moreover, the 140 character length restriction imposed by Twit-
ter on individual posts, forces its users to use unstructured lan-
guage, non-grammatical sentences, abbreviations and out of
dictionary words. This makes the aforementioned challenges
even more complicated as many of the tools and techniques
developed for standard text processing in the field of Natural
Language Processing, cannot be readily imported in the domain
of Twitter.

In the first part of this dissertation we propose a method for
identifying tweets relevant to any particular event using
Bag-of-Word classifiers. We investigate a special scenario
where the training set is not carefully annotated (e.g. when
“hashtags” are used as class labels). Although, it alleviates the
need for manual labeling of training instances, thus saving time
and cost, it presents several challenges. One of the challenges
we tackled is the identification and removal of “confounding
outliers”, i.e. training instances from a class which are outliers
in their own classes and are also very similar to instances from
other classes. Evaluation shows that their removal together with
our proposed feature selection method can improve the classifi-
cation accuracy. The proposed method can also improve classi-
fication accuracy when the training set contains limited training
instances and the inter-class distances are very narrow.

In the second part of the thesis, we propose an unsupervised
method for automatically summarizing tweets related to a par-
ticular event. The proposed method can produce a journalistic
summary for those events which are pre-scheduled, take place
within a limited time span, possibly televised and cause upsurge
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of traffic in Twitter. The proposed method tries to optimize three
objective functions: maximize information content, minimize
redundancy and maximize topical diversity. It optimizes the
objective functions independently; i.e. in succession. At first, it
performs topical clustering of the tweets; i.e. cluster the tweets
according to their discussion topics. It performs a hard cluster-
ing of the tweets in the collection. Then, salience scores of the
tweets in each topic cluster are calculated independently. Next, a
set of highly salient tweets from each cluster are incorporated in
the summary for that cluster. However, to avoid redundancy,
tweets similar to the already selected tweets in the summary are
not included in the summary. Finally, tweets in the summary of
each cluster are aggregated to produce the summary of the
whole corpus. Evaluation performed on thousands of relevant
tweets generated during a real-world event reveals that, the
summary produced by the proposed model could delineate the
proceeding of the event with high precision and recall and could
significantly outperform two intuitive and competitive baseline
methods.

In the third part of the thesis, we propose another unsupervised
method for automatically summarizing even-related tweets.
However, instead of optimizing the objective functions inde-
pendently, we model the optimization problems using Integer
Linear Programming (ILP) and jointly optimize them using
Lagrangian relaxation and dual decomposition techniques. In-
stead of trying to perform a hard clustering to tweets in the col-
lection, we try to identify the inclination of each tweet toward
the prominent discussion topics. As there are no topic clusters
now, we calculate salience scores of the tweets in the whole
collection instead of doing it per cluster basis. Two intermediate
summaries are produced for the tweet collection: one trying to
maximize topical diversity and the other trying to maximize
salience score. However, the one trying to maximize salience
score performs sequential selection of tweets in the summary
and uses maximum marginal relevance (MMR) to penalize the
salience score of a tweet in proportion to the already incorpo-
rated tweets in the summary. Finally, Lagrangian heuristics are
used to find an agreement between the two optimizers to pro-
duce the final summary. Evaluation performed on the same data
set used in the second part shows that the joint optimization
approach significantly outperforms the sequential optimization
approach that we proposed earlier.

Thus, the thesis as a whole presents a framework for identify-
ing and summarizing people's opinion expressed in their tweets
about public events. Twitter users post over two billion queries
each day looking for real-time status updates on different events.
However, the sheer volume of tweets pertinent to a particular
event is formidable for a search user to go though even a frac-
tion of them. On November 2013, Twitter introduced a new tool
called the “custom timelines” that allows its users to manually
select tweets returned by Twitter's search interface in response
to an event related query to construct custom lists of tweets on
their topic of interest. This substantiates that the proposed
framework for automatically generating summary of an event by
identifying tweets with popular discussion points among the set
of pertinent tweets is highly significant and would satisfy the



information need of a large user group.
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A Study on Out-of-Order Execution in Parallel
Data Processing Systems
By Hiroyuki Yamada

In parallel data processing systems, making sequential scans is
thought to be an efficient way to access data, and a lot of so-
phisticated algorithms have been invented to achieve high scan
throughput. This approach is supposed to be very reasonable
because, from the 1980's to now, areal density of hard disk
drives has increased exponentially every year, whereas it’s la-
tency has only reduced by 5% per year. Thus, the approach is
widely seen both in the current open-source and commercial
data processing systems such as Hadoop, Netteza and Vertica.
As a matter of course, a sequential scan is not always the best
approach. In general, when accessing a large portion of a file,
scanning the file sequentially is very reasonable. However,
when accessing a small portion of a file, making selective ac-
cesses by looking up a portion of the file through some struc-
tured data such as an index is very reasonable. Although some
commercial parallel data processing systems implement such
data structures and the access methods, to the best of my
knowledge, not only the effectiveness of the approach has not
been discussed sufficiently, but also the approach is not fully
utilized, especially in analytical data processing. The volume of
data to be handled by parallel data processing systems tends to
be increasing dramatically, it is therefore sometimes unrealistic
to read all the data. Furthermore, to make some evidence-driven
decisions, it is highly required to process data interactively and
ad-hoc, and look deeper into the data than some conventional BI
tools normally do. Hence, it is very natural to think that making
selective accesses is going to be much more effective and attrac-
tive.

In this paper, I propose an out-of-order execution method in
parallel data processing systems. With the out-of-order execu-
tion, selective accesses are dramatically accelerated in parallel
data processing. I also describe the design and implementation
of Hadooode, a prototype of a Hadoop-based parallel data pro-
cessing system empowered by the out-of-order execution prin-
ciple, and verify the performance benefit by showing our ex-
perimental results in a 128-node cluster.

In the current parallel data processing systems, the dataset is
sometimes composed of a lot of attributes, but queries to the

dataset do not necessarily need all the attributes to make a result.

Rather, in some analytical queries, only small number of attrib-
utes are needed to make a result. Hence, it is widely seen that a
dataset is laid out in a column-oriented fashion instead of a
row-oriented fashion so that queries can touch only needed at-
tributes. This column-oriented data layout is seen as an opti-
mized data layout for some expected queries, it is therefore not
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always the best strategy to query over a column-oriented data
layout. For example, when a query needs to construct
row-oriented tuples from columns that laid out in a col-
umn-oriented fashion, a lot of I/O accesses might be needed to
stitch the separate columns together, especially when projecting
many attributes. In addition to the case above, there are many
opportunities which out-of-order execution might accelerate the
query processing performance on a column-oriented data layout.

In this paper, I also propose an out-of-order execution method
in column-oriented parallel data processing systems. I also de-
scribe the design and implementation of a prototype of a col-
umn-oriented parallel data processing system empowered by the
out-of-order execution principle, and verify the performance
benefit by showing our experimental results.
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X-Wall: Image Visualization for Personal Photo
Repository
By Zhipeng Wu

Recent development in information science and multimedia
technology not only makes the acquisition of digital images as
free as air, but also brings new challenges to us. In our study, we
propose X-Wall, a system that focuses on novel image visuali-
zation for personal photo repository. X-Wall is composed of
three parts: FriendWall, MangaWall, and PicWall, focusing on
different visualization challenges, respectively.

We propose FriendWall for social networking oriented image
annotation and visualization. Motivated by the observation that
photos come from social networking websites always contain
rich information (e.g. relation with social friends, geo-locations,
multiple tags and descriptions), we introduce ‘social attributes’,
which simply refer to a set of intrinsic labels such as {Who,
When, Where, What}. To effectively annotate social attributes,
we obtain training images from social networking websites.
Both of the visual features and metadata are extracted from the
images and further imported into the graph-learning based an-
A optimization-based
post-processing step is proposed to refine the annotation results.

We propose MangaWall to help the user better interact with the
images. Motivated by recent advances in computer graphics,

notation  framework. variance

which allow rich user interactions with images and enable a
wide variety of expressive styles for digital art, our MangaWall
system allows the user to interactively convert the input image
into sketch, cartoon, painting, or manga. Besides, MangaWall
can further combine the artistic effects with real-word images.
Such ‘half-real’ image always provides an extremely intriguing
sense of art. And the introduction of user interaction makes the
visualization process much more creative and interesting.

We propose PicWall in order to cope with web-scale data and
meet the requirements on various devices and platforms. Pic-
Wall advances previous works in generating real-time collages



for large amount of input images. It tightly packs the input im-
ages while keeping their visual contents, aspect ratios, and ori-
entations unchanged. Besides, we introduce several extensions
and applications for PicWall. For instance, we propose ‘shake &
show’ for image visualization on mobiles. We contribute ‘Vid-
eoWall’ for video summarization and visualization. In ‘rainbow
collage’, we propose content-aware collage. And in ‘high-light
collage’ and ‘interactive collage’, the user can interactively edit
the output collage.

All the methodologies and approaches presented in this thesis
are well implemented and demonstrated in the proposed X-Wall
prototype system.
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A Study on Pedestrian Navigation and Localiza-
tion Using Various Sensors
By Congwei Dang

Against a background of the fast increasing usage of modern
mobile phones throughout the world, research topics relevant to
phone-based navigation and localization have currently attracted
a great deal of attention. In this thesis we present our research
efforts that are organized as two parts related to pedestrian nav-
igation and pedestrian localization respectively.

In the former part, we first present a multi-factor cost model
that is used to fuse sensor data of heterogeneous environmental
factors. This model takes a cost-based approach to assess the
effects of the environmental factors on pedestrian’s comfort
level. Aggregation formula is derived on the basis of a set rules
of substitution induced from the observations of the behaviors
of pedestrians. Then we propose a framework for constructing
pedestrian navigation systems for comfort in time varying envi-
ronments. We apply data warehouse and data forecasting tech-
niques in the framework and also design a set of path planning
algorithms that select paths in time varying networks. In the
evaluations sensor data from the real world are used and simula-
tions are also performed to generate the necessary data. The
results prove the effectiveness of the proposed methods.

In the later part of this thesis, we first propose an adaptive in-
ference approach for pedestrian localization using phone-based
inertial sensors. Places with salient geographical or physical
features are used as the ground truth to trigger the online learn-
ing phase, which plays a central role in which location data as
well as system parameters are refined. Then we enhance the
system by incorporating sensor data of environmental signals.
We design a sparse particle filter in order to reduce the compu-
tation burden when fusing the various phone-based sensors.
Evaluation results show that the system can perform localization
with high robustness, much higher efficiency, and only slight
loss of accuracy compared to traditional method.
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Resolution conversion techniques for enhancing
quality and functionality of 3-D image synthesis
By Ryo Nakashima

3-D images are rapidly becoming popular and widely-used for
a variety of applications, because they can provide a higher
sense of reality by giving perceptions of depth. The goal of my
research is to enhance quality and functionality of a given 3-D
image using resolution conversion techniques, where a given
image is resized into another resolution in an intelligent way.
Examples of resolution conversion techniques include su-
per-resolution (SR), where a resolution of a given image is in-
creased, and image retargeting, where an image is resized into a
different aspect ratio with preserving the content of the image.
This dissertation particularly addresses the following two prob-
lems: super-resolved free-viewpoint image synthesis (SR-FVS)
and stereo image retargeting.

The SR-FVS,
high-resolution image that would be observed from a novel

former problem, aims to generate a
viewpoint is synthesized from a set of low-resolution multi-view
images. Although the generated image itself is a 2-D image, this
process can be regarded as 3-D image generation because the
viewpoint can be chosen arbitrarily. Free-viewpoint image
synthesis generally consists of two steps: (1) estimating 3-D
structure of the scene, and (2) texturing the estimated structure.
In SR-FVS, SR algorithms are used in the texturing step to im-
prove the resolution.

Among several SR approaches, reconstruction-based SR,
where multiple images are combined to improve the resolution,
is mostly used for SR-FVS, because multi-view images are giv-
en as the input. Therefore, I first study the performance of re-
construction-based SR, where camera arrangement mainly de-
termines the quality of the synthesis. I formulate the SR recon-
struction process in the frequency domain, where the camera
arrangement can be independently expressed as a matrix in the
image formation model. Then, the condition number of the ma-
trix is evaluated to quantify the quality of the SR reconstruction.
I clarified that when the cameras are arranged in a regular grid,
there exist singular depths in which the SR reconstruction be-
comes ill-posed and the quality of the synthesized image is se-
verely degraded. I also determined that this singularity can be
mitigated if the arrangement is randomly perturbed.

The above theory reveals that the performance of reconstruc-
tion-based SR varies according to the depth of the scene. Such
variation is not desirable for the reconstruction of the entire 3-D
scene. To mitigate this problem, I integrate another SR approach,
learning-based SR, into the framework of SR-FVS. Learn-
ing-based SR methods synthesize a high-resolution image by
reproducing image features learned from a massive amount of
natural images. Therefore, even if reconstruction-based SR is
not very effective, learning-based SR can help improve the
quality of the synthesis. I adopt sparse coding super-resolution



as a learning-based SR method and combine it with an existing
SR-FVS method. Through experiments, I demonstrated that the
proposed method improve the quality of the synthesis by utiliz-
ing reconstruction-based and learning-based SR in a comple-
mentary manner.

I also developed a system that performs SR-FVS in real-time.
An array of 25 cameras is used as the input device. From a set
of images captured by this camera array, this system generates a
high-resolution free-viewpoint image in real-time. I imple-
mented an SR-FVS algorithm in graphics processor unit (GPU)
for speeding up. Also, I proposed a new matching cost for depth
estimation to improve robustness against occlusions. This sys-
tem is capable of synthesizing a high-resolution (320%240 pix-
els) free-viewpoint image from 9-view low-resolution (160x120
pixels) around 40 ms.

The latter part of this dissertation considers the problem of
stereo image retargeting. Retargeting is the process of fitting the
image size to various display devices with different resolutions
and aspect ratios. Most retargeting methods aim to do more than
simply scaling or cropping images. Instead, these methods
add/remove non-salient regions to/from the given image while
preserving as much of the salient regions as possible. However,
most retargeting studies have focused on monocular images and
videos and only a few studies have been conducted on stereo
images.

Retargeting of stereo images poses a new challenge because
pixel correspondences between the stereo pair should be pre-
served to keep the underlying scene structure unchanged. To
meet this challenge, I proposed stereo correspondence constraint,
which encourages preserving stereo correspondences, and inte-
grated this constraint into the retargeting process. Among sever-
al retargeting methods, I adopt shift-map image editing, which
formulates retargeting problem as an energy minimization
whose objective function encodes pixel saliencies and size con-
straints. I define a new energy term that represents stereo corre-
spondence constraint and integrated this term into the objective
function of shift-map image editing. The modified objective
function can be optimized similarly to the original one, which is
an advantage of my formulation. I confirmed the effectiveness
of our method through experiments using various stereo images.
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Image quality enhancement based on pixel adap-
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tive processing for stereoscopic display and
free-viewpoint image synthesis
By Koichi Hamada

In recent years, pixel adaptive image processing methods have
begun to be used in consumer products. The development of the
semi-conductor technology and the enhancement of the signal
processing technology enable us to use high-cost image pro-
cessing methods such as pixel adaptive image processing. This
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dissertation focuses on the image quality enhancement based on
the pixel adaptive processing. I propose pixel adaptive meth-
ods which improve the image quality for stereoscopic display
and free-viewpoint image synthesis . The realtime or fast im-
plementation of the methods is also proposed.

First, this dissertation introduces a field-sequential stereoscop-
ic display system with a 42-inch diagonal HDTV DC-type
plasma display panel (PDP). This system uses an LCD shutter
stereoscopic eyeglass, synchronized with the left and right pic-
tures on the display by infrared signals. The light-emission
scheme with twelve sub-fields for stereoscopic display and a
signal-processing method for improving grayscale expression
are developed.
method is confirmed by subjective evaluation. Though the ste-
reoscopic images are displayed on the PDP using the proposed
light emission scheme and grayscale signal processing, it is

The effectiveness of the signal-processing

found that crosstalk impairment is incurred due to leakage be-
tween light to the left and right images. We calculate the
amount of crosstalk as a function of phosphor decay time and
estimated the desirable decay time for a field-sequential stereo-
scopic display system. This enables us to develop a signal
processing method for reducing the crosstalk impairment with
pixel adaptive processing, and a subjective evaluation confirms
the effectiveness of the method. This system becomes the pro-
totype of the 3D PDP television which is available today.
Second, the image quality enhancement of free-view point
image synthesis is proposed. Free-viewpoint image synthesis
refers to the process of combining a set of multi-view images to
generate an image from a new viewpoint where no camera is
actually located. The reconstruction-based super-resolution
technology is used in combination with the synthesis. A fast
GPU (graphic processor unit) implementation of the su-
per-resolved free-viewpoint image synthesis is proposed. To
speed up the super-resolution reconstruction process, an effi-
cient and compact matrix representation that is suitable for par-
allelization using a GPU is proposed. I also modifies the initial
image and regularizer for the reconstruction process to reduce
the iteration time until convergence. As a result, I achieve a
speed up of about 70 times compared to the original
CPU-implemented algorithm, requiring only 130ms for synthe-
sizing a 320x240 pixel free-viewpoint image from 160x120
pixel input images. In order to improve the image quality, I
also propose a super-resolution method which is robust for reg-
istration errors. The super-resolution processing requires precise
registration of low-resolution images and the registration error
degrades the resulting high-resolution image. In order to han-
dle inaccuracies in registration, the robust super-resolution
methods have been proposed. I propose an adaptive pixel
weighting method which uses pixel weighting variables for the
input pixels. The proposed method is the extension of the con-
The
cost function which includes the regularization term for the

ventional pixel selection type robust super-resolution.

weighting variables is defined and the cost function is mini-
mized against the weighting variables and the resulting
high-resolution image simultaneously. The proposed adaptive
pixel weighting method can define the weight properly without



knowing how to define it. This is a large contribution in practi-
cal use of super resolution. The effectiveness of the proposed
method is confirmed with super-resolved free-viewpoint image
synthesis.

The methods proposed in this dissertation realize the image
quality enhancement in the field of stereoscopic display system
and the super-resolution technology. I hope the pixel adaptive
image processing are widely used in consumer products and
people enjoy high quality images with the methods.
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A Study on Optimization of Security and Con-
venience in Biometric Identification
By Takao Murakami

Biometric identification, which recognizes an individual based
only on physiological or behavioral characteristics, is nowadays
used for commercial applications such as computer login, phys-
ical access control, and time and attendance management. It has
a potential to provide the best authentication solution with re-
gard to security and convenience because it does not require a
user ID, password, nor card but recognizes a user based on
his/her biometrics (i.e. something you are). In biometric identi-
fication, however, the following factors cause problems with
security and convenience, and become serious as the number of
enrollees increases: (1) false accepts; (2) wolves and lambs who
cause false accepts against many others; (3) false rejects; (4) the
number of biometric inputs; (5) response time. False accepts,
wolves, and lambs are factors which affect security, while false
rejects, the number of inputs, and response time are factors
which affect convenience. They are related to each other, and
have prevented biometric identification from being applied to
large-scale applications. The goal of this study is to optimize
security and convenience in biometric identification in terms of
these factors. Firstly, we make an attempt to optimize false ac-
cepts, false rejects, and the number of inputs. We focus on
MSPRT's (Multi-hypothesis Sequential Probability Ratio Tests),
multi-hypothesis tests which can minimize the average number
of observations, and propose two sequential fusion schemes in
identification: the PPSI (Posterior Probability-based Sequential
Identification) scheme and the LRSI (Likelihood Ratio-based
Sequential Identification) scheme. The PPSI scheme is based on
MSPRT and can minimize the average number of inputs (re-
ferred to as ANI), while the LRSI scheme is a simpler one
which can be carried out quickly. Then we prove that the LRSI
scheme can also minimize ANI by proving that this scheme is
equivalent to MSPRT. We also discuss the conditions to achieve
the optimality, and show the effectiveness of the two schemes
through experimental evaluation using the NIST BSSR1 Setl, a
multi-modal score dataset (one face and two fingerprints). Sec-
ondly, we make an attempt to further optimize response time. To
this end, we turn our attention to metric space indexing methods
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which have been developed in the area of similarity search, and
focus on pseudo-score based indexing schemes which compute,
for each object in the database, a pseudo-score which is easily
computed and highly relevant to a score (distance or similarity),
and compute scores in order of the pseudo-score. We first pro-
pose the PPS (Posterior Probability-based Search) scheme
which normalizes each pseudo-score to the posterior probability
of being in the answer to the range query. We proved that the
PPS scheme has an optimal property with regard to the number
of score computations and the expected number of retrieval
We also showed that it outperforms the two
state-of-the-art schemes: the standard pivot-based indexing

€ITors.

scheme and the permutation-based indexing scheme, through
experimental evaluation using various kinds of datasets from the
Metric Space Library. We then make an attempt to combine
metric space indexing and sequential fusion, and propose the
PPSS (Posterior Probability-based Sequential Search) scheme, a
modification of the PPS scheme to use not only pseudo-scores at
the current input but past pseudo-scores and scores as infor-
mation sources. We also propose a technique which optimizes
the number of pivots (biometric templates selected from the
database to compute pseudo-scores) with regard to retrieval
errors. We demonstrate that our proposals significantly reduce
the number of score computations of the PPSI scheme while
keeping false accepts, false rejects, and the number of inputs,
using a large-scale multi-modal dataset (1800 enrollees; one
face and two fingerprints) obtained by combining the NIST
BSSR1 Set3 and the CASIA-FingerprintV5. Finally, we attempt
to optimize the trade-off between security against wolves and
lambs and convenience in terms of the number of inputs and
false rejects. To clarify our target, we first introduce a taxonomy
which classifies wolves into three categories (zero-effort wolves,
non-adaptive spoofing wolves, and adaptive spoofing wolves)
and lambs into two categories (zero-effort lambs and spoofing
lambs). Then, we propose the MLRSV (Minimum Likelihood
Ratio-based Sequential Verification) scheme as a sequential
fusion scheme in verification. We prove that this scheme has
security against wolves and lambs, except for adaptive spoofing
wolves, and minimizes ANI and false rejects under some condi-
tions. We also discuss the conditions to achieve the security and
optimality, and propose an input order decision scheme based on
the KL (Kullback-Leibler) divergence to further reduce ANI in
the case where the KL divergence differs from one modality to
another. We finally demonstrate the effectiveness of our pro-
posals using a multi-modal (one face and eight fingerprints)
dataset obtained by combining the NIST BSSR1 Set3 and the
CASIA-FingerprintV5.
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